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This is the self-study for the 2021-2022 Program Performance Review (PPR) of the Master of 
Science (MS) in Computer Science (CS), housed within the Department of Computer Science at 
California State University, Fullerton (CSUF).  

I. Department/Program Mission, Goals and Environment 
A. Mission and Goals 
 
The mission statement of the CSUF campus is: 
 

Learning is preeminent at California State University, Fullerton. We aspire to combine 
the best qualities of teaching and research universities where actively engaged students, 
faculty and staff work in close collaboration to expand knowledge. 
 
Our affordable undergraduate and graduate programs provide students the best of 
current practice, theory and research and integrate professional studies with 
preparation in the arts and sciences. Through experiences in and out of the classroom, 
students develop the habit of intellectual inquiry, prepare for challenging professions, 
strengthen relationships to their communities and contribute productively to society. 
 
We are a comprehensive, regional university with a global outlook, located in Orange 
County, a technologically rich and culturally vibrant area of metropolitan Los Angeles. 
Our expertise and diversity serve as a distinctive resource and catalyst for partnerships 
with public and private organizations. We strive to be a center of activity essential to the 
intellectual, cultural and economic development of our region. 

 
The CS Department contributes to this mission, and has articulated the following additional 
mission statement: 
 

We provide students with: 

 a strong knowledge of computer science fundamentals and computer system 
technology. 

 practical problem-solving skills for creating computer systems and applications. 

 the ability and motivation to adapt as technology advances. 
Creative research and professional development by our faculty and our students are 
essential to our success. 

 
CSUF’s goals are: 
 

 To ensure the preeminence of learning 

 To provide high-quality programs that meet the evolving needs of our students, 
community and region 

 To enhance scholarly and creative activity 

 To make collaboration integral to our activities 
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 To create an environment where all students feel welcome and have the opportunity to 
succeed 

 To increase external support for university programs and priorities 

 To expand connections and partnerships with our region 

 To strengthen institutional effectiveness, collegial governance and our sense of 
community 

 
Consonant with these, the CS Department’s goals are to provide high-quality and accessible 
educational programs; advance scholarly computer science research; and contribute positively 
to the campus, local community, and global computer science community. 
 

B. Changes and Trends 
 
Computer science programs are the conventional preparation for a career in software 
development or data science. Demand and remuneration for these careers is both strong and 
growing, so enrollment in our minor, BS program, and MS programs have grown, and is 
expected to continue to grow. In response the CS department has been steadily hiring full-time 
tenure-track faculty and supplementing their numbers with part time instructors. 
 
The core computer science canon is stable science, but the technologies and business practices 
used in the implementation of that science evolve rapidly. Our curriculum adapts by making 
incremental improvements to longstanding core courses, and curating a dynamic portfolio of 
elective courses. Recently-hired faculty have developed elective courses in timely subjects 
including: 

 CPSC - 375 - Introduction to Data Science and Big Data 

 CPSC - 455 - Web Security 

 CPSC - 458 - Malware Analysis 

 CPSC - 459 - Blockchain Technologies 

 CPSC - 479 - Introduction to High Performance Computing 

 CPSC - 483 - Data Mining and Pattern Recognition 

 CPSC - 487 - Computational Epidemiology 

 CPSC - 515 - Mobile Computing 

 CPSC - 552 - Cyber Forensics 

 CPSC - 559 - Advanced Blockchain Technologies 

 CPSC - 587 - Computer Vision and Deep Learning 
 
Diversity is a longstanding challenge for computing problems. Women and Black, Indigenous, 
and Latino students are unfortunately under-represented in our programs, which is sadly 
typical. The department is pursuing a variety of formal and informal strategies to improve the 
situation, including grant-funded projects (https://news.fullerton.edu/2021/03/650000-grant-
to-attract-retain-and-graduate-women-in-computer-science/), curriculum interventions, faculty 
professional development, and inclusive hiring practices. 
 

https://news.fullerton.edu/2021/03/650000-grant-to-attract-retain-and-graduate-women-in-computer-science/
https://news.fullerton.edu/2021/03/650000-grant-to-attract-retain-and-graduate-women-in-computer-science/
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 C. Priorities for the Future 
 
The department is cultivating expertise in cybersecurity. There is a great national need for 
secure and trustworthy computing platforms. This dovetails with a locus of industrial expertise 
and job opportunities in the Fullerton area. In the long term, we project that cybersecurity 
careers will be outsourcing-resistant for our students. CSUF has created a Center for 
Cybersecurity (http://www.fullerton.edu/cybersecurity/) and many recent faculty hires are 
cybersecurity experts. We plan to continue this investment in cybersecurity. 
 
More broadly, the department aims to improve the quality of its programs, job placement of its 
graduates, and diversity of its student body. We strive to better meet enrollment demand by 
hiring more full-time faculty and making effective use of available physical space. The COVID 
pandemic has inspired us to make greater use of online course delivery to sidestep our limited 
supply of classrooms. 
 

D. Self-Support Programs 
 
The CS department does not currently have any self-support programs. There is an Accelerated 
Master of Science in Computer Science (AMSCS) program under development and review. 
 

II. Department/Program Description and Analysis  
A. Substantial Curricular Changes 
 
Effective for the recent 2020-2021 academic year, the course requirements of the CS MS 
program were overhauled. The old requirements were 
(https://catalog.fullerton.edu/preview_program.php?catoid=52&poid=24637):  
 

 Required Courses (4) 
o CPSC 440 - Computer System Architecture (3) 
o CPSC 462 - Software Design (3) 
o CPSC 589 - Seminar in Computer Science (3) 
o CPSC 597 - Project (3) or CPSC 598 - Thesis (3) 

 Required Elective (choose 1) 
o CPSC 541 - Systems and Software Standards and Requirements (3) 
o CPSC 542 - Software Verification and Validation (3) 
o CPSC 543 - Software Maintenance (3) 
o CPSC 544 - Advanced Software Process (3) 
o CPSC 545 - Software Design and Architecture (3) 
o CPSC 546 - Modern Software Management (3) 
o CPSC 547 - Software Measurement (3) 
o CPSC 548 - Professional, Ethical and Legal Issues for Software Engineers (3) 

 Electives 

http://www.fullerton.edu/cybersecurity/
https://catalog.fullerton.edu/preview_program.php?catoid=52&poid=24637
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o Choose 5 400/500-level CS courses with at most 3 at 400-level 
 
The new requirements are 
(https://catalog.fullerton.edu/preview_program.php?catoid=70&poid=32661 ) 

 Required Courses (2) 
o CPSC 589 - Seminar in Computer Science (3) 
o CPSC 597 - Project (3) or CPSC 598 - Thesis (3) 

 Required Electives (at least one course from three of the four categories below) 
o Computer Applications 

 CPSC 531 - Advanced Database Management (3) 
 CPSC 566 - Advanced Computer Graphics (3) 
 CPSC 583 - Expert Systems Design Theory (3) 
 CPSC 585 - Artificial Neural Networks (3) 

o Computer Systems 
 CPSC 551 - Operating Systems Design (3) 
 CPSC 552 - Cyber Forensics (3) 
 CPSC 558 - Advanced Computer Networking (3) 

o Software Engineering 
 CPSC 541 - Systems and Software Standards and Requirements (3) 
 CPSC 542 - Software Verification and Validation (3) 
 CPSC 543 - Software Maintenance (3) 
 CPSC 544 - Advanced Software Process (3) 
 CPSC 545 - Software Design and Architecture (3) 
 CPSC 546 - Modern Software Management (3) 
 CPSC 547 - Software Measurement (3) 
 CPSC 548 - Professional, Ethical and Legal Issues for Software Engineers 

(3) 
o Theoretical Computer Science 

 CPSC 535 - Advanced Algorithms (3) 
o Electives 

 Choose 5 400/500-level CS courses with at most 3 at 400-level 
 
The new requirements resemble those of peer institutions. They are intended to push 
graduates toward expanding their horizons to include breadth. The old requirements were less 
proscriptive. The spirit of that flexibility was to allow students to customize a rigorous study 
plan. While some did, many students chose courses based on short-term considerations (e.g. 
time availability or scheduling with friends), to focus on only a narrow set of topics, or to 
minimize perceived difficulty. The new requirements are more rigorous and help our students 
to make the most of the growth opportunity of their graduate studies. 
 
While not the subject of this Review, the CS department has created an Accelerated MS in 
Software Engineering program, and made many curricular improvements to the BS in CS 
program. 
 

https://catalog.fullerton.edu/preview_program.php?catoid=70&poid=32661
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No programs have been discontinued since the last review. 
 

B. Structure of the Program 
 
A CS MS student’s studies generally involve five phases: 

1. admitted with conditional graduate standing; 
2. achieving classified graduate standing by completing a study plan and any applicable 

foundational breadth courses; 
3. completing course requirements; 
4. planning a thesis or project in CPSC 589 - Seminar in Computer Science; and 
5. completing the thesis/project in CPSC 597 - Project or CPSC 598 – Thesis. 

 
As stated in the university catalog 
(https://catalog.fullerton.edu/preview_program.php?catoid=70&poid=32661) the 
requirements to be admitted with conditional graduate standing are: 
 

 Meeting CSU requirements for admission to a master’s degree program 

 Minimum GPA of 2.5 for applicants graduated from domestic (U.S.) institutions with 
undergraduate degrees in engineering or computer science 

 Minimum GPA of 2.5 for applicants graduated from ABET-accredited international 
institutions with undergraduate degrees in engineering or computer science 

 Minimum GPA of 3.0 for applicants graduated from domestic (U.S.) institutions with 
undergraduate degrees other than engineering or computer science 

 Minimum GPA of 3.0 for applicants with undergraduate degrees from non-ABET-
accredited international institutions 

 Students without an undergraduate degree in computer science must have completed 
at least one course in computer programming with a grade of at least “B-” within the 
past 2 years. 

 
The spirit of these requirements is to strike a balance between providing opportunities to 
students of varied backgrounds (consistent with CSUF’s mission) and being selective enough to 
ensure that admitted students are prepared to succeed. Our applicants vary across two 
orthogonal axes: whether they have an undergraduate degree in computer science or not; and 
whether they are domestic or international students. Many applicants pursue a MS in CS as part 
of a career change, which we welcome, as providing for California’s workforce needs is part of 
CSUF’s role. Though, this is a challenging course of study, as the technical nature of computer 
science requires students without a prior CS degree to complete several undergraduate-level 
background courses, as described below. The computer programming requirement is intended 
to ensure that incoming students have a reasonable level of interest and acumen in computer 
programming, which is foundational to computer science. Such courses are widely available at 
practically all universities, and in particular are available at low cost at community colleges. 
Pragmatically, grading and accreditation practices vary throughout the world. Some countries 
do not describe our field as “computer science” and instead use synonymous terms.  

https://catalog.fullerton.edu/preview_program.php?catoid=70&poid=32661


 9 

A student has classified graduate standing when they have completed any required background 
courses, and worked with an advisor to plan their course of study. They must achieve this 
standing early (before completing more than 13 units of study plan courses). The formal 
requirements are: 
 

1. For students without a bachelor’s degree in computer science, satisfactory completion 
of the following courses or their equivalents. These courses may also have prerequisites, 
and students without preparation in a closely related degree may have additional work 
to complete: CPSC 121, CPSC 131, CPSC 240, CPSC 323, CPSC 335, CPSC 351, CPSC 362, 
MATH 270A, MATH 270B, MATH 338. 

2. For all students, approval of a formal study plan (see description below) by the 
Computer Science Graduate Adviser and the Associate Vice President, Academic 
Programs (or designee). 

 
The courses listed in item 1. are foundational breadth courses and represent a minimal subset 
of the CS BS degree that provides adequate preparation for graduate-level CS courses. Students 
with zero relevant background complete all ten courses. The “or their equivalents” clause 
means that students may substitute past relevant coursework for some of the breadth 
requirements. Item 2. is a requirement common to CSUF MS programs. In the course of 
developing a study plan, a student familiarizes themselves with the program course 
requirements, their content, and in consultation with a graduate adviser, makes a plan that 
supports their career goals.  The plan is written and goes through a formal approval process. 
 
The course requirements involve 30 units (ordinarily 10 courses). The list of requirements is 
detailed in section II.A above. As explained in that section, the requirements were revised 
recently to improve rigor and student success. 
 
The capstone of the program is a self-directed project or thesis. A project involves developing a 
novel software artifact and a written report. A thesis involves novel scholarly research and 
completion of a formal thesis report document submitted to the campus library. Generally, a 
project is appropriate for students using the MS as a terminal degree in preparation for an 
industry career, while a thesis is appropriate for students aspiring to doctoral study or an 
academic career. The project option is more popular. 
 
Students complete their project in two courses, generally taken in the last two semesters of 
their studies. CPSC 589 - Seminar in Computer Science involves performing a survey of CS 
literature, choosing a topic for their project/thesis, and having their topic approved through a 
formal written process. As part of this, students learn about the research, publication, writing, 
presentation, and citation norms of the discipline. In CPSC 597 – Project, students implement 
their proposal, deliver a software artifact, write a report detailing their achievements, and 
defend their project with an oral presentation. CPSC 598 – Thesis involves an analogous process 
of performing research, writing a scholarly thesis document, and defending the thesis with an 
oral presentation, under close supervision by a thesis adviser. 
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C. Data Analysis 
 
This section is in reference to the data provided by the Office of Assessment and Institutional 
Effectiveness. That data is presented in section VII. B. Graduate Degree Programs. 
 
Tables 5 and 6 show that in academic years 2016-2017, 2017-2018, and 2018-2019, the number 
of applications are robust (roughly 700-1,000 applicants per year). In this period, enrollments 
grow at a steady and sustainable rate, with 85, 93, and 117 students enrolled in each year 
respectively. The 2019-2020 and 2021-2022 years show a plateau in applications and 
enrollments. 
 
Table 7-A shows cohort sizes and graduation rates. Graduation rates are reasonable for a 
challenging program. As discussed above, a significant number of incoming students must take 
foundational breadth courses which extend the length of their studies to as many as four or five 
years. Therefore, even when all students are on track, the 2-year graduation rate cannot 
approach 100%. As shown on the table, 2-year graduation rates generally range 66-75% and 4-
year rates range 80-90%. 
 
Table 8 shows that the number of degrees awarded ranges 89-118 per year, which is consistent 
with the enrollment and graduation rate statistics. 
 

D. Enrollment 
 
As discussed above, the long-term trend for enrollment is that of steady and sustained growth. 
This is consistent with the robust and growing global demand for computing expertise. There is 
a notable plateau in 2019-2020 and 2021-2022 that defies this long-term trend. This is 
attributable to world events of recent years that deterred international graduate study, namely 
a period of hostility toward student visas in the US executive branch, and the ongoing COVID-19 
pandemic. Despite these headwinds, there is still enough interest to sustain the program, as 
enrollment remains only approximately 10% of applications. 
 

E. Plans for Curriculum Changes 
 
Since the course requirements were recently overhauled for the 2020-2021 academic year, we 
do not anticipate further structural changes in the short term. The new structure brings to light 
that course options have been thin in the Computer Systems and Theoretical Computer Science 
areas. Student feedback has indicated a need for more appealing 500-level electives. The 
recently-created CPSC – 515 - Mobile Computing and CPSC - 559 - Advanced Blockchain 
Technologies have been popular and partially alleviated this problem. Yet, 400-level electives 
still tend to be more popular among MS students than 500-level electives. Therefore we plan to 
introduce new 500-level courses in the areas of computer systems, theory, and timely electives. 
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F. Special Sessions Self-Support Programs 
 
Self-support programs are not relevant to this Review. 

III. Documentation of Student Academic Achievement and Assessment 
of Student Learning Outcomes  
 

A. Assessment Plan 
 
The CS department is a strong believer in program assessment. The department bylaws provide 
for a standing Assessment Committee and Assessment Coordinator role. The committee, in 
consultation with the Department as a whole, forms written assessment plans and executes 
routine collection, analysis, and reporting of assessment data. The CS department has three 
programs that undergo assessment: CS BS, CS MS, and Masters of Software Engineering (MSE). 
Each program has a separate assessment plan. The BS program assessment plan is elaborate, 
automated, and documented in detail at https://assessment.ecs.fullerton.edu/ . The BS 
program is accredited by ABET, so this assessment plan conforms to ABET’s assessment norms. 
MSE program assessment is not relevant to this Report. 
 
CS MS assessment is inspired by the driven by the list of six Student Learning Outcomes (SLOs) 
discussed below. SLO 1 is assessed via completion of study plans, as discussed below. 
 
The remaining SLOs 2-6 are assessed via performance indicators, similar to the assessment plan 
for the BS program. There are 11 Performance Indicators (PIs). Each PI is a specific, measurable, 
observable student achievement. Each SLO maps to a subset of relevant PIs as shown in the 
mapping table below. Each PI is measured in one or two courses, as shown in the table. 
Instructors of mapped courses are responsible for measuring PIs in these courses. Such an 
instructor is responsible for devising a measurement; measuring student achievement of the PI; 
coding each response into one three levels: Satisfactory, Developing, or Unsatisfactory; and 
reporting the total number of Satisfactory, Developing, and Unsatisfactory responses to the 
Assessment Coordinator. The best practice is to measure a PI in a specific subset of a relevant 
assignment. For example a 589 instructor can measure the “WRITE” PI, dealing with written 
communication, with the research survey paper assignment in that class, and the specific 
subset of rubric points corresponding to writing quality. Class-level PI data is aggregated, and 
quantitative thresholds are used to decide whether each SLO is being met or not met. 
 
Data is collected and periodically in an ad-hoc fashion. When this happens, the department 
chair coordinates instructors in collection and submittal of PI data. 
 
As of this writing, the department is discussing improvements to the assessment plan. The 
improvements include collecting data on a routine annual cycle, and updating the set of PIs and 
mapping.   
 

https://assessment.ecs.fullerton.edu/
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B. Student Learning Outcomes (SLOs) 
 
The Student Learning Outcomes (SLOs) for the CS MS are: 
 

1. Demonstrate knowledge and competence in such fundamental areas of computer 
science as algorithms, design and analysis, computational theory, computer 
architecture, and software engineering 

2. Be able to analyze a problem, define the computing requirements appropriate to its 
solution, and apply design principles in the construction of software systems of varying 
complexity following systematic processes 

3. Be able to survey an area of interest, identify the key issues and problems of the 
selected area through review of academic literature, and provide potential solutions to 
the issues and problems 

4. Be able to function effectively on a team to accomplish a common goal 
5. Be able to communicate effectively with a range of audiences in both written and oral 

form 
6. Be able to understand and weigh possible social impacts of their work 

 
As discussed above, SLOs 2-6 are assessed using 11 PIs: 
 

1. DSGN: Design software exhibiting design best practices, such as clarity, structured 
programming, separation of concerns, and/or design principles and patterns, and 
describe it clearly (using e.g. pseudocode, database schema, flowcharts, etc.) 

2. REQ: Translate an informal description of a problem into a precise requirements 
statement and develop specifications for a software system based on requirements. 

3. FDBK: Demonstrate ability to make improvements after receiving constructive feedback. 
4. DOCS: Demonstrate an ability to teach oneself a new computing technology or 

environment from documentation. 
5. COOP: Cooperate effectively on a group project. 
6. PROC: Demonstrate knowledge of a formalized software engineering process (e.g. Agile, 

spiral, waterfall). 
7. SPEAK: Deliver a clear oral presentation which meets the needs of the intended 

listener(s). 
8. WRITE: Write a clear document which meets the needs of the intended reader(s). 
9. CRIT: Analyze and critically weigh alternatives, discussing the trade-offs in different 

perspectives. 
10. IMP: Apply critical thinking to analyze the impact of computing on our society. 
11. INF: Demonstrate of informed awareness of computing's impact on our society. 
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The mapping table below defines the correspondence between SOs, PIs, and courses: 
 

 
SO 1 SO 2 SO 3 SO 4 SO 5 SO 6 

 
study plan completion 

     

541 
 

DSGN, REQ 
  

SPEAK 
 

545 
 

DSGN, REQ 
    

589 
  

FDBK 
 

WRITE 
 

597 
     

IMP, INF 

 
DOCS, COOP, PROC, and CRIT are not currently mapped. 
 
Study plan completion is used to assess SO 1 which relates to computer science fundamentals. 
As described above, when a student enters the program with deficiencies in fundamental 
background, they are assigned undergraduate-level foundational breadth courses to complete. 
Such a student must successfully complete these courses before their study plan can be 
approved. Therefore, when a student’s study plan is approved, that implies that they are 
proficient in fundamental knowledge. 
 
The criteria for success for the SOs are: 

1. SO 1 is successful when at least 60% of students complete their study plan. 
2. SO 2 is successful when, for each mapped PI, at least 60% of measurements are 

Satisfactory, and at least 80% of measurements are either Satisfactory or Developing. 
3. SO 3 is successful when, for each mapped PI, at least 60% of measurements are 

Satisfactory, and at least 80% of measurements are either Satisfactory or Developing. 
4. SO 4 is successful when, for each mapped PI, at least 60% of measurements are 

Satisfactory, and at least 80% of measurements are either Satisfactory or Developing. 
5. SO 5 is successful when, for each mapped PI, at least 60% of measurements are 

Satisfactory, and at least 80% of measurements are either Satisfactory or Developing. 
6. SO 6 is successful when, for each mapped PI, at least 60% of measurements are 

Satisfactory, and at least 80% of measurements are either Satisfactory or Developing. 
 

C. Use of Assessment Results 
 
Data was last collected and analyzed in Spring 2020. Data collection has been on hiatus for the 
balance of the COVID-19 pandemic. SOs 1, 2, 4, and 6 were successful. SO 3 was deemed 
unsuccessful because results for FDBK were only 50% Satisfactory and 61.36% Satisfactory or 
Developing, which are below the thresholds for success. SO 5 was deemed unsuccessful 
because results for SPEAK were only 42.03% Satisfactory, which is below the threshold for 
success; 89.89% were Satisfactory or Developing, which is above the success threshold. The CS 
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Graduate Committee was tasked with changing the curriculum to address student achievement 
of verbal communication and responsiveness to feedback. Improvements are under discussion. 
 

D. Other Quality Indicators 
 
The department periodically conducts a student satisfaction survey. The survey focuses on 
student perception of quality and “soft” factors to provide an alternative perspective to 
program assessment, which focuses on program-level learning outcomes. 
 
The survey is anonymous and distributed to CPSC 597 and 598 students, who tend to be near 
the end of the program. It includes one multiple choice question about where a student learned 
about the program; twelve multiple-choice questions that ask students about agreement with a 
statement, on a five-point Leikert scale, where 1=strongly disagree and 5=strongly agree; and 
an optional feedback comments question. 
 
The survey was most recently administered in the first two weeks of Spring 2022 semester 
(January 24 through February 4). There were n=37 responses. The full results follow a brief 
synopsis of the results. 
 
For the most part, responses indicate satisfaction with the program. There is modest 
dissatisfaction with the variety of courses. As noted elsewhere, the department has already 
noted a need for more 500-level electives. There is also modest dissatisfaction with the on-
campus environment and networking opportunities. These may be attributed to the COVID-19 
pandemic and emergency virtual instruction. The comments are a mix of positive feedback, and 
complaints about issues that are not actionable (e.g. parking policies). 
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Please share any comments or suggestions that you might have (optional). 

 

Overall I am satisfied with my time in the program. I came in with little CS background, so I 
appreciated having to take the foundational courses and getting exposure to core CS & Math 
concepts (Discrete Math, Compilers, OS, etc.). 
 
I would have liked more flexibility in choosing my upper division electives (400-level and 500-level). I 
wanted to take more 400-level classes, as many of them are very interesting and also are pre-reqs 
for the 500-level courses. 
 
I think the CS department would improve if more "good" professors were hired. A "good" professor 
to me is someone who understands the material, teaches it in a clear and engaging manner, and 
provides assignments and exams that are reasonable and practical. 
 
A "bad" professor that I had just read off PowerPoint slides (that weren't even his own). Then he 
gave us assignments that took up lots of time and were mostly busy work. Many of his labs didn't 
even work, because he didn't take the time to run through them himself. Finally, his exams were just 
word-for-word copies of definitions/concepts from the textbooks. Since the exams were open book, 
we just would Ctrl-F to search for the answers and the average on exams was consistently > 95%. 
The class felt like a waste of time, and I learned very little from it. 
 
A "good" professor that I had created his own lecture slides and taught at a pace where he covered 
a decent amount of material, but didn't bombard us with too much material. He created all the labs 
himself and gave previews of the labs in class to help us with core concepts. The labs were related to 
the course material, were practical and useful for future work in industry, and were also a 
reasonable amount of work that we could complete on time. Finally, his exams were difficult but 
reasonable, and you could get a decent score if you payed attention in class and studied for the 
exams. The class was interesting and engaging, and left me wanting to learn more about the field. 
 
I think this point about hiring & retaining "good" professors is very important, as most of the gripes I 
hear from other CS students is that X professor was horrible, or maybe just ok, and to try to avoid 
them if possible. I don't understand all that goes into hiring professors, but I think it contributes a lot 
to the overall experience of the MS program. 
 
I came into the program looking to learn more about Computer Science and land a job. Through my 
experience here I have achieved both, and for that I am grateful to CSUF and appreciative of all the 
support and resources offered. I hope this feedback helps, and that the program can be further 
improved for future students. 

Please let us take classes online this semester. I mean people getting sick left and right, and most of 
the work we do for this program is on the computers anyway.  

The program is amazing! Especially when courses were offered fully online. But there is lackluster 
selection of classes. 

Please have every student enroll for subjects at the same time. Giving slots is a bit unfair to those 
students who have the last slot for selecting the subjects. 

Instead of parttime faculty, I would prefer full time and who can give us some extra time. 
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I did not get the skills that I thought are going to help me start my career.  
For the most part the faculty was very helpful and really good.  
The fact that I have to pay $300 for parking a semester should be illegal, specially after all the 
money I pay to go to school. 

The main problem I have had is that it is difficult to get into non-SE graduate classes that are very 
popular. Other than that, this has been a very positive experience and I really enjoy interacting with 
the faculty. 

why is attendance grade allowed when only offering in person? 
 

 
 

E. Other Modalities 
 
The CS MS program is structured as an in-person program, and aside from the recent COVID-19 
pandemic, courses are delivered face-to-face. Therefore, there are no adjustments to 
assessment for alternative modalities.  

IV. Faculty 
A. Changes 
 
The CS department is engaged in a sustained hiring campaign in order to keep up with increases 
in enrollment demand. The College of Engineering and Computer Science has been supportive 
in providing hiring lines. Since the last CS MS PPR in the 2013-2014 academic year, the 
department has hired 9 tenure-line faculty: 
 

1. Sampson Akwafuo (2021) 
2. Doina Bein (2015) 
3. Wenlin Han (2017) 
4. Paul Salvador Inventado (2017) 
5. Rong Jin (2021) 
6. Shilpa Lakhanpal (2019) 
7. Anand Panangadan (2015) 
8. Kanika Sood (2019) 
9. Abishek Verma (2014) 

 
Abishek Verma resigned, so there has been a net increase of 8 full time tenured/tenure-track 
faculty. These new faculty have enabled the department to maintain a reasonable mix of part-
time and full-time faculty. Furthermore, the new hires have brought an influx of expertise and 
vibrancy to the department. As can be seen on their curriculum vitae (section VIII.D), recent 
hires have proposed new courses in vital areas and published numerous research articles 
raising the profile of the department. 
 
The composition of job titles is: 
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 Full-Time Lecturer: 4 

 Assistant Professor: 6 

 Associate Professor: 6 

 Professor: 6 
Tenure density among full-time faculty is 55%. 
 

B. Hiring Priorities 
 
It is likely that our hiring campaign will continue, and we will hire additional full-time faculty in 
the coming years. CSUF is a primarily teaching-focused access institution, so our first priority in 
hiring is finding candidates who are willing and able to thrive in our environment. Another 
priority is to bolster our department’s expertise in cybersecurity. 
 

C. Role of Full-Time and Part-Time Faculty 
 
Service is integrated into the workload of full-time faculty. Consequently, full-time faculty take 
both formal and informal leadership roles within the department. Full-time faculty contribute 
to internal governance, curriculum development, and research policy through the department’s 
standing committees: Executive Committee, Undergraduate Committee, Graduate Committee, 
Instructional Resources Committee, Personnel Committee, Selection Committee (hiring search), 
and Assessment Committee. Most relevant to this Report are the Graduate Committee, which 
directs the CS MS program, and the Assessment Committee which manages assessment of 
programs including the MS program. 
 
Each permanent course has a Specialty Group, which is a committee of full-time faculty who 
shepherd the course; and a Course Coordinator, who is a single full-time faculty member who 
chairs the Specialty Group and serves as a point person for the course. Course Coordinators 
serve a mentorship role in orienting new faculty to courses, especially new part-time faculty. 
 
Full-time faculty also provide informal leadership in numerous ways, including but not limited 
to curating and sharing course materials, developing the computing platform used in 
introductory courses (“Tuffix”), pursuing grants, and directing research programs. 
 
The role of part-time faculty is precisely to teach their assigned classes. Several of our 
committed part-time faculty go above and beyond these duties to collaborate in curriculum 
development, grant activities, and scholarly research. 
 
The majority of class sections are taught by part-time faculty. In spring 2022, the department 
offered 487.1 Weighted Teaching Units (WTUs) of instructions. Of these, 149.4 (31%) were 
taught by full-time faculty, while the remainder (69%) were taught by part-time faculty. 
 
The department does not make significant use of Teaching Assistants. It does participate in the 
Supplemental Instruction (SI) program (http://www.fullerton.edu/si/). Supplemental Instruction 

http://www.fullerton.edu/si/


 22 

is an academic assistance program that provides weekly, peer-led group study sessions for 
students taking bottleneck, key gateway, or historically difficult courses – those with low pass 
and/or high withdrawal rates. SI is attached to a subject or course to provide students with a 
systematic and disciplined approach for processing the subject material assigned by the 
professor. SI sessions are led by a SI leader who is an exceptional student and has already 
mastered the course material; the SI leader has been trained to facilitate group sessions 
wherein students can meet to improve their understanding of course material, review and 
discuss important concepts, develop study strategies and prepare for exams. 
 

D. Special Sessions Self-Support Programs 
 
Self-support programs are not relevant to this Review. 
 

V. Student Support and Advising 
A. Advising Methods 
 
MS students are advised through one-on-one meetings with designated advisers.  The advisers 
are available for both virtual and face-to-face meetings. The primary adviser is a designated 
Graduate Advisor, who ordinarily is the chair of the department’s Graduate Committee and is 
granted assigned time for this work. The department chair is also a designated adviser. 
Students must obtain adviser approval for their written study plan, and often seek advice 
regarding classification, foundational breadth courses, capstone projects/theses, and career 
opportunities. 
 
The graduate committee also maintains the Graduate Handbook document which is available to 
students for download at the Computer Science Department website.  The document explains 
the program requirements, provides guidance for navigating the program, and answers 
common advising questions.  All students are required to read and understand the document 
and it is frequently referenced by the graduate advisors. 
 
At the start of each semester for which new applicants were accepted, the graduate orientation 

event is held.  The goal of the event is to welcome the new students, give them an overview of 

the program, and to answer any questions.   

 

Throughout the semester the Computer Science Department office staff is available Monday – 

Friday 8:30 am – 5:30 pm (excluding holidays) the Computer Science Department office staff is 

available to assist students with any issues on the walk-in basis. 

 

The College of Engineering and Computer Science also employs a full-time College International 

Adviser who specializes in advising international students.  International students can schedule 
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appointments with the International Adviser in order to receive academic advice and to receive 

assistance with the complexities of international study.   

 

B. Student Opportunities 
 
The department’s culture encourages graduate students to collaborate in faculty-directed 
scholarly research. Faculty introduce their research programs in CPSC 589, and students are 
encouraged to pursue novel research as part of their theses. The faculty Department Personnel 
Standards (DPS) put a premium on student collaborations, incentivizing faculty to collaborate 
with students. Many faculty have won grants that stipulate funding for student research 
assistants. 
 
The campus Career Center dedicates staff and programs to the College of ECS specifically 
(http://www.fullerton.edu/career/students/specialists/engineering-and-computer-
science.php). The local job market abounds in employment opportunities for computer science 
students, and students routinely find intern and permanent job positions. 

VI. Resources and Facilities 
 

A. State Support and Non-State-Support Resources 
 
See Appendix section VIII.E. Resources for a breakdown of financial resources. 
 

B. Special Facilities 
 
The department maintains its own instructional computer labs:  

http://www.fullerton.edu/career/students/specialists/engineering-and-computer-science.php
http://www.fullerton.edu/career/students/specialists/engineering-and-computer-science.php
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Room 
Number 

Equipment Specifications 

CS 101 
Teaching 
Lab 

34 + 1 
(Instructor) 

Apple iMac 27-in 5K (2019) Dual-Boot: MacOS Mojave (10.14.6) & 
Tuffix (Xubuntu 19.10) | Intel Core i5 3 GHz | 32 GB RAM | AMD 
Radeon Pro 570K (4GB) 

1 lectern Navigational touch panel | Mac Mini | AppleTV | Doc Cam | Aux 
cables (HDMI & VGA) 

1 Printer HP LaserJet 600 (M601) 

1 Ceiling 
Projector 

Epson PowerLite Pro G7500 

CS104 
Teaching 
Lab 

46 PCs Dell Precision T1700 OS (Dual-Boot): Windows 10 Enterprise & 
Tuffix (Xubuntu 19.10) | Intel Core i7-4770 / 3.4 GHz / 16GB / 
NVIDIA Quadro K600 

1 Printer HP LaserJet 600 (M601) 

1 Lectern Navigational touch panel | Dell Precision T1700 | AppleTV | Doc 
Cam | Aux cables (HDMI & VGA) 

1 Projector Epson PowerLite Pro G6750WU4 

CS200 ECS 
Open Lab 

32 PCs Dell Precision T3500: Windows 10 Enterprise / x64 / 12 GB / 512 GB 
CT500MX500SSD / Quad Core Intel Xeon W3550 3.0GHz, Dell Pro 
P2412H 24-inch Widescreen LED Flat Panel / AD (ACAD) Domain 

1 Lectern Navigational touch panel | Dell Optiplex 3050 | AppleTV | Aux 
cables (HDMI & VGA) 

1 Printer Hewlett Packard LaserJet P4015x 

CS202 ECS 
Open Lab 

29: iMac  27 -inch Late 2013: 3.2 GHz intel Core i5 / 8 GB / 500GB, NVIDIA 
GeForce GT 755 (1GB) macOS Mojave10.14.6/Linux (Xubuntu 
v18.04 x64) 

1 Lectern Navigational touch panel | Mac Mini | AppleTV | Doc Cam | Aux 
cables (HDMI & VGA) 

1 Printer HP LaserJet P4015x 

CS300 
Teaching 
Lab 

31 PCs Dell Precision T1600: Windows 10 + Linux/ x64 / Quard Core Xeon 
E3-1225 / 16 GB Memory / 256 GB MX100 2.5 SSD / 1.0GB NVIDIA 
Quadro 600 Dual MON Graphic Card / Dell 22" Monitor / AD (ACAD) 
Domain 

1 Printer HP LaserJet 600 (M601) 

1 Ceiling 
projector 

HITACHI CP-X444 
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CS401 
Project Lab 

6 PCs Dell Precision T5810: Windows 10 + Linux/ x64 / 16GB / Intel Xeon 
E5-1620 v3 @3.5 GHz / 500GB HD x2, Monitor: 24" Dell UltraSharp, 
DVD+/- RW, ZIP, 3.5 Inch FD. 

1 Printer HP LaserJet P3015 

2 Surveillance Provideo VL-650IR 

CS408 
Teaching 
Lab 

40 + 1 
(Instructor) PCs 

Dell Optiplex 3050 SFF (Dual-Boot): Windows 10 Enterprise & Tuffix 
(Xubuntu 19.10) | 32 GB RAM | Intel Core i5-7500 3.4 GHz | Intel 
HD Graphics 630 

1 Printer HP LaserJet 600 (M601) 

1 Lectern Navigational touch panel | Dell Optiplex 3050 | AppleTV | Aux 
cables (HDMI & VGA) 

1 Ceiling 
projector 

Epson PowerLite Pro G7500 

 
In addition, the department maintains a data center in room CS-403. The data center hosts a 
shell server available to students and faculty 
(https://www.fullerton.edu/ecs/cs/resources/labs.php), faculty research servers, and other 
departmental servers. 
 
The campus Division of Information Technology (IT) provides robust computing services to all 
CSUF students. 
 
Titan Learning Commons 
Pollak Library North First Floor, PLN-100 
 

COMPUTER LAB FEATURES 

● 84 PCs and 104 Macs 
○ USB Port access 

● 5 scanner stations 
● 1 Adaptive workstation 
● Daily laptops for pick-up 
● Daily iPads for checkout 
● DVD drives/media card readers for checkout 
● Portable chargers for checkout 
● Equipped Group Study Rooms 
● Work space for personal laptops and collaborative activities 

○ Portable whiteboards 
○ Print-Only stations for printing 
○ Wireless printing  

● Mobile device charging stations 

https://www.fullerton.edu/ecs/cs/resources/labs.php
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● CSVT machine for loading funds on your TitanCard 

LANGUAGE INPUT SUPPORT 
Western: French, German, Italian, Portuguese and Spanish 
Eastern: Arabic, Persian, Chinese, Japanese, Korean, and Vietnamese 
Language Grammar and Dictionary Support: English, French and Spanish 

 
Interdisciplinary College Collaboration Space 
 
Located on the 2nd floor of Pollak Library North. Collaboration space designed for students to 
use college-specific tools and software. 
 
The Interdisciplinary College Collaboration Space is an area for students to utilize the 
technology they need for their majors. 
 
This space gives students the unique opportunity to work outside of the classroom and gain 
insight from their peers. The lab provides specialized software for student access allowing 
collaboration between colleges in one space. Each college space includes a 65" Samsung 
display, with Apple TV (AirPlay), Microsoft wireless display (MiraCast), mobile whiteboards and 
comfortable collaboration seating. 
 
Student Genius Center (SGC) - 4th Floor 
 

COMPUTER LAB FEATURES 
● 187 PCs and 21 Macs 

○ USB Port access 
● Work space for personal laptops and collaborative activities 

○ Portable whiteboards 
● Printing Options 

○ Lab Computers Locations 
○ Print-Only Stations 
○ Wireless printing 

● Mobile device charging stations 

LANGUAGE INPUT SUPPORT 
Western: French, German, Italian, Portuguese and Spanish 
Eastern: Arabic, Persian, Chinese, Japanese, Korean, and Vietnamese 
Language Grammar and Dictionary Support: English, French and Spanish 

 
Virtual Computer Lab 
 
The Virtual Computer Lab (VCL) is a free service for CSUF students, faculty, and staff to run 
university-licensed programs via the Internet. 
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Hardware: 
VCL can run on Windows PC (32 bit or 64 bit), Mac, Linux, or ChromeBook. 
Software: 
Windows: Remote Desktop Connection (RDP) is already part of the OS and is readily available. 
Mac: The Remote Desktop Connection client needs to be installed. Downloaded free from 
iTunes Store opens in new window ChromeBook: The Chrome RDP client needs to be installed 
downloaded from Chrome Web Store opens in new window connection Speed: 
  
VCL should work with a reliable high-speed internet connection.  
 
Virtual Computer Lab (VCL) allows CSUF students, faculty, and staff to access university- 
licensed computer applications via the Internet. The new Virtual Computer Lab service is 
available free of charge to all CSUF students. 
 

C. Library Resources 
 
Designed to facilitate the delivery of recorded knowledge and information in support of 
instruction and faculty research, the Library serves as the hub of the University’s information 
and instruction network. The Library also participates in the University’s instruction programs 
and shares its commitment to lifelong learning. 
 
The Paulina June and George Pollak Library provides a full range of services to faculty, 
students, and community users. The library’s staff includes 3 library managers (Dean and 
Associate Deans), 24 librarians (including part-time librarians), 27 paraprofessionals, and 
approximately 80 student assistants. The Library’s Web site (http://www.library.fullerton.edu) 
serves as a gateway to information about library resources and services as well as a vital 
component of the library’s extensive instruction program.  
 
I. Equipment and Technology  
 
Pollak Library holds over 1,400,000 books which includes just over 770,000 physical books and 
over 690,000 electronic books. In addition, the library provides access to over 200 databases.  
 
Databases of particular interest to Computer Sciences and Engineering include: 

 ACM Digital Library 

 IEEE Xplore  

 Web of Science 

 ScienceDirect 

 SpringerLink Journals 

 OmniFile Full Text Mega 

 Academic Search Premier 

 Wiley Online Library 

http://www.library.fullerton.edu/
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Library Facilities  
 
The Pollak Library has over 500 computers available located throughout the North and South 
buildings. The library is also home to the Information & Learning Commons (ILC), a main hub for 
research activities located on Library North first floor. A service desk at the Research Center is 
staffed by the Reference Team (librarians and library staff), while the Student Genius Center is 
staffed by the Information Technology staff. Both assist users with research needs and technical 
support. 
 
Innovation/Makerspace Center 
 
The Pollak Library houses the Innovation and Makerspace Center on the second floor of Library 
North. This center enhances creativity, innovation and talent through advanced technology  
such as virtual reality, augmented reality, 3D printing, Microsoft Surface Hub, Raspberry Pi, and 
high-end computing, (https://www.fullerton.edu/it/innovation_makerspace_center/).  
In addition, a Data Visualization Center, for analyzing and displaying data, is located adjacent to 
the existing Innovation/Makerspace Center, 
(https://www.fullerton.edu/it/services/data_visualization_center/). 
  
Wireless access and docking stations are available throughout Library North and Library South. 
Electronic resources for the visually disabled are also available.  
 
II. Library Hours 
 
During the spring and fall semesters the Pollak Library is open roughly 92 hours per week. The 
Library has somewhat reduced hours during intersession, summer sessions, and fall and spring 
breaks and is open 24/7 during the weeks of finals. The Library is closed on some national 
holidays, including Martin Luther King Day, President’s Day, Cesar Chavez Day, 4th of July, 
Memorial Day, Labor Day, Veteran’s Day, and Thanksgiving Day. The Library’s collections of 
electronic resources (databases, e-journals and e-books) are available 24/7 from the Library’s 
Website.  
  
III. Reference and Instruction Services  
 
The Pollak Library’s reference and instruction services are designed to teach students to be 
information literate, critical thinkers, and intelligent researchers. The mission of the Library’s 
Instruction program is to prepare CSUF students to be successful information seekers in a 
rapidly changing technological environment.  
 
Reference 
 
The Library provides several types of reference services to students, faculty, and community. At 
the Research Center, located in the ILC, the Reference Team provides immediate, point-of-need 

https://www.fullerton.edu/it/innovation_makerspace_center/
https://www.fullerton.edu/it/services/data_visualization_center/
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information and research assistance during the Library’s scheduled hours of service. The 
Library’s Reference team provides services using a variety of methods, including: 
 

 Telephone Reference—Phone service during Library hours. 

 Chat Reference—Online assistance available 24/7. 

 Library Answers—Questions answered through email. 

 IM Reference—Questions answered through instant messaging during Library hours. 
The Library further offers a research consultation service that provides in-depth, one-on-one 
research assistance on a specific assignment, topic, or thesis. The sessions, available by 
appointment, are conducted by librarian subject specialists. Virtual consultations are also 
available for our distance students. 
 
Instruction 
Librarians at the Pollak Library teach between 350 and 450 instruction sessions per semester. 
The Library bases its instruction philosophy and practice on Association of College & Research 
Libraries’ (ACRL) Information Literacy Competency Standards for Higher Education 
(http://www.ala.org/acrl/standards/informationliteracycompetency). The Library utilizes a 
team approach to deliver instruction to all departments and programs of the University. 
Librarians on the Engineering and Computer Sciences/Natural Sciences and Mathematics 
(ECS/NSM) Instruction Team provide library instruction to students in the program upon the 
request of the course instructor. This approach ensures students in need of research support 
are served through instruction sessions targeted to their specific course and delivered to meet 
the needs of specific research assignments or requirements.  
 
Instruction librarians also create web portals that are tailored to each individual class that is 
brought into the library. These library guides provide information to students that is relevant to 
their assignments. A complete list of guides is available here: 
http://libraryguides.fullerton.edu/browse.php 
 
To assess and evaluate instruction efforts, surveys are sent to faculty following library 
instruction sessions in an effort to gather constructive feedback. Results of the surveys are 
confidential, and provide library faculty with useful input pertaining to student learning, 
student engagement, and instructional resources. The Program also utilizes peer evaluation of 
selected instruction sessions to provide feedback to instruction librarians.  
 
IV. Library Services 
 
Circulation 
 
Students and faculty check out materials using their Titan cards. Most library materials circulate 
for 10 weeks. However, checked out materials are subject to recall after 10 days if requested by 
another borrower. Students and faculty can check out up to 100 items. Renewal of library 
materials can be done in person, via the telephone or online at the Library’s Website. For 
additional details, see http://www.library.fullerton.edu/about/guidelines/privileges.php 

http://www.ala.org/acrl/standards/informationliteracycompetency
http://libraryguides.fullerton.edu/browse.php
http://www.library.fullerton.edu/about/guidelines/privileges.php
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Course Reserves 
 
The Library maintains a course reserves collection of supplementary course materials provided 
by faculty in support of course curriculum. The Library accommodates reserves in several 
formats. Digitized copies of print or audiovisual materials are accessed using course 
management software available to students and faculty via the campus portal site. Digitized 
reserves can be accessed at any time. Support for using Titanium, our campus course 
management software, is provided by The Faculty Development Center (assistance to faculty) 
and IT Help Desk (assistance to students). Reserves in any format (books, textbooks, sample 
projects, etc.) can be borrowed from the course reserves desk during the hours the Library is 
open. Complete information regarding course reserves can be found on the Library’s Website at 
http://www.library.fullerton.edu/services/course-reserves.php. 
 
Interlibrary Loan  
 
ILLiad, a web-based interlibrary loan system, allows students and faculty to request articles, 
books, and other materials online. ILLiad is used when the requested materials are not in the 
library. Interlibrary loan staff may obtain requested items from libraries worldwide. Most 
materials can be borrowed free of charge. Detailed information regarding the Library’s 
Interlibrary Loan services is maintained at the Library’s Website at 
https://www.library.fullerton.edu/services/interlibrary-loan.php 
 
The Library also maintains reciprocal borrowing arrangements that allow CSUF students, 
faculty, and staff to go directly to other libraries and borrow the resources they need in person. 
Reciprocal arrangements exist among the sister institutions in the California State University 
system and with several institutions in the local area, including Biola, Cerritos College, Hope 
International University, Marymount College, Santiago Canyon College, and the Southern 
California University of Health Sciences.  
 
V. Library Collections  
 
As mentioned in Section I above, the Library has a significant collection of materials that 
support the study and research required by the College of Engineering and Computer Science. 
The Library welcomes input from faculty on the selection and purchasing of resources and 
materials that support the curriculum and, as funds permit, the research needs of the faculty. 
The 23-campus California State University system now uses an integrated platform – Ex Libris 
Alma with the Ex Libris resource discovery system, Primo. This has provided an increased 
efficiency and equity for sharing of items among campuses.  
 
Through collaboration with the California State University system as a whole, as well as local 
subscriptions, the Library provides access to resources essential to the study of Engineering and 
Computer Science, such as the ACM Digital Library, IEEE Xplore, Web of Science, and others 
listed above.Through an established approval plan, a Demand-Driven Acquisition (DDA) 

http://www.library.fullerton.edu/services/course-reserves.php
https://www.library.fullerton.edu/services/interlibrary-loan.php
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program, selections by the Engineering librarian, and faculty requests, books in both print and 
electronic formats are added regularly.  
 
Current monograph holdings are as follows: 
 

Pollak Library Print and Electronic Book Collections for  
Engineering and Computer Science 

 
Current Collection 
Holdings (Print & E) 

Electronic 
DDA 

Engineering: Call numbers T – TP  25,200 (17,639 & 7,561) 5,787 

Chemistry: Call number QD  7,633 (6,376 & 1,257) 1,047 

Math & Computer Science: Call number QA  20,791 (16,481 & 4,310) 4,359 

Physics: Call number QC  10,433 (7,958 & 2,475) 1,886 

Technology: Call number TS  1,306 (1,095 & 211) 122 

 
 
The Library also maintains a number of journal subscriptions relevant to Engineering and 
Computer Science. As follows: 

 
 
 
 
 
 
 
 
 

 

 

 

VII. Long-Term Plans 
A. Long-Term Plan Summary 
 
Simply put, the long-term plan for the CS MS program is to continue on the current trajectory 
and pursue continuous improvement. Enrollment can continue to grow at a sustainable rate as 
full-time faculty hiring continues apace. The Graduate Committee will continue to incrementally 
refine the curriculum; the Assessment Committee will continue to improve the assessment 
process; and individual instructors will continue to develop their courses. The department plans 

Pollak Library Journal Collections for Engineering and Computer Science 

 Current Collection Holdings 

Engineering and Computer Science 
(including all subcategories, some of which are 
included below) 8,485 

    Civil Engineering 1,083 

    Electrical Engineering 2,209 

    Mechanical Engineering 1,198 

Chemistry 1,455 

Mathematics & Computer Science 5,425 

Physics 2,570 

Technology 310 
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to continue its long-term investment in cybersecurity, which we expect to translate into more 
cybersecurity-related course offerings for MS students. 

 

B. University and Department Mission and Goals 
 
These goals harmonize with the mission statements of the university and department. Both 
bodies emphasize high quality and accessible educational opportunities. 

 

C. Evidence 
 
The MS program assessment plan will continue to be used to gather empirical evidence 
regarding the success of these long-term plans. 

 

VIII. Appendices 
A. Undergraduate Degree Programs 
 
Undergraduate programs are not relevant to this Report. 
 

B. Graduate Degree Programs 

 
Table 5. Graduate Program Applications, Admissions, and Enrollments 

Fall # Applied # Admitted # Enrolled 

2016 1,005 213 85 

2017 763 252 93 

2018 789 331 117 

2019 762 285 91 

2020 845 297 70 

 
Table 6. Graduate Program Enrollment by Headcount and FTES 

Academic Year 
(Annualized) 

Headcount FTES FTES per Headcount 

2016-2017 212 133.7 0.63 

2017-2018 205 125.5 0.61 

2018-2019 235 150.5 0.64 

2019-2020 249 160.9 0.65 

2020-2021 230 143.8 0.63 

 
Table 7-A. Graduation Rates for Master’s Programs 

All Master’s 
Entered in Fall: 

Cohort 
% Graduated 

In 2 Years In 3 Years In 4 Years 

2015 87 66.7% 81.6% 83.9% 

2016 85 75.3% 83.5% 89.4% 
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2017 93 72.0% 83.9% 88.2% 

2018 117 66.7% 81.2%  N/A 

2019 91 53.8%  N/A  N/A 
 

Table 8. Graduate Degrees Awarded 
College Year Degrees Awarded 

2016-2017 118 

2017-2018 92 

2018-2019 83 

2019-2020 101 

2020-2021 89 

 
C. Faculty 

 
Table 9. Faculty Composition1 

Fall Tenured Tenure-Track Sabbaticals at 0.5 FERP at 0.5 
Full-Time 
Lecturers 

Actual FTEF 

2016 10 4 0.0 0.5 3 16.5 

2017 9 5 0.5 0.0 7 21.0 

2018 9 5 0.5 0.0 4 18.0 

2019 11 6 0.5 0.0 5 22.2 

2020 11 5 0.0 0.0 4 20.0 
1 Headcount of tenured, tenure-track, sabbaticals at 0.5, and FERP at 0.5 includes full-time and part-time faculty. 
Headcount of lecturers only includes full-time faculty. 

 
D. Faculty Curriculum Vitae 
 
The full-time faculty of the department are, in alphabetical order: 
 

1. Sampson Akwafuo 
2. Doina Bein 
3. Ning Chen 
4. James S. Choi 
5. Bin Cong 
6. Mikhail Gofman 
7. Wenlin Han 
8. Floyd Holliday 
9. Paul Salvador Inventado 
10. Rong Jin 
11. Chang-Hyun Jo 
12. Shilpa Lakhanpal 
13. Anand Panangadan 
14. Christopher Ryu 
15. Michael Shafae 



 34 

16. Kanika Sood 
17. Yun Tian 
18. Shawn Wang 
19. Kevin Wortman 
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Doina Bein 
Associate Professor 

Department of Computer Science, California State University 

Email: dbein@fullerton.edu 

Website: ecs.fullerton.edu/~dbein 

Office: (657) 278-4822 

ORCID ID: 0000-0002-5072-1979 

 

 

Work Experience 

 08/2015-present: Associate (2019-present)/Assistant Professor (2015-2019), Department of 

Computer Science, California State University, Fullerton 

­ Conducted research on machine learning, environmental-aware dynamic decision making, 

security of unmanned autonomous systems, and wireless sensor networks 

­ Instructor for CPSC 131 Data Structures (Fall 2017, Spring 2018, Spring 2019, Fall 2019), 

CPSC 313 Computer Impact (Summer 2017, Summer 2018, Summer 2019), CPSC 323 

Compilers and Languages (Spring 2018, Summer 2018, Summer 2019), CPSC 335 Algorithms 

Engineering (Fall 2015, Spring 2016, Fall 2016, Spring 2017, Fall 2018, Spring 2019, Fall 2019, 

Spring 2020), CPSC 474 Parallel and Distributed Computing (Fall 2016, Fall 2017, Fall 2018, 

Fall 2019), CPSC 479 Introduction to High Performance Computing (Spring 2018, Spring 2019, 

Spring 2020), CPSC 439 Theory of Computation (Fall 2018), CPSC 535 (Spring 2020) 

 08/2013-05/2015: Part-time instructor, Department of Computer Science, UNLV 

­ Conducted research on contextual information value of sensor data and dynamic data-driven 

decision system models for perimeter patrol and border control using unmanned aerial vehicles  

­ Temporary instructor for CS 477/677 Advance Analysis of Algorithms (Fall 2014) 

­ Instructor for CS 202, Computer Science II (two sections, Fall 2014, Spring 2015) 

­ Instructor for CSC 117, Programming for Engineers (Fall 2013, Spring 2014) 

­ Instructor for CSC 115, Introduction to Computers (Spring 2014) 

 07/2011-08/2013: Acting Department Head, Intelligent Modeling, Applied Research 

Laboratory, The Pennsylvania State University 

­ Conducted research on contextual information value of sensor data and dynamic data-driven 

decision system models for an autonomous sensor network 

­ Leading designer and software programmer for a Java-based simulator for a fixed three-layer 

sensor network of increasing sensing fidelity for personnel detection 

­ Conducted research on game fuzzing and its application for random search in infinite spaces 

­ Conducted research on statistical modeling of sensor data, cross analysis using complementary 

sensors and predicting future patterns of interest 

 08/2008-06/2011: Research Associate (Faculty), The Pennsylvania State University, Applied 

Research Laboratory 

­ Conducted research on self-adapting network controller, data fusion, and tracking in wireless 

sensor networks and heterogeneous sensor networks 

­ Leading designer and software programmer for a NS-2 simulator of a large-scale sensor 

network deployed in urban environments 

­ Conducted research on event-driven cluster formation on ad hoc and mobile wireless networks 
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­ Leading designer and software programmer for NS-2-based simulator and C++ software for 

adaptive transmission rate among sensors in a cluster based on TCP/IP queue capacity 

­ Conducted research scale-free graphs and secure multi-hop communication 

­ Conducted research and produce Java-based simulator for dynamic spectrum allocation in 

wireless sensor network clusters 

 01/2007-08/2008: Research Associate, The University of Texas at Dallas, Department of 

Computer Science 

­ Conducted research on energy efficient broadcasting and multicasting for wireless sensor 

networks; self-organizing, self-adapting, self-healing wireless sensor networks 

­ Conducted research on attack graphs, graph embedding, channel modeling for embedded 

communication protocols 

 08/2006-11/2006: Visiting Scholar, Osaka University, Japan 

­ Conducted research on self-stabilizing algorithms 

­ Conducted research on fault tolerant ring embedding on asynchronous systems 

 08/1999-05/2006: Teaching/Research Assistant, University of Nevada, Las Vegas, School of 

Computer Science 

­ Conducted research Internet forensics & network security 

­ Leading designer & software programmer for an FBI project on sniffing web packets 

­ Instructor for CSC 119, C for Scientist (Summer 2003, Summer 2004) 

­ Instructor for CSC 115, Introduction to Computers (Summer 2004) 

­ Instructor for Automata and Formal Languages (Fall 2001) 

­ TA for Automata and Formal Languages (Fall 1999, Spring & Fall 2000, Spring 2001, Spring 

& Fall 2003, Spring & Fall 2004, Spring & Fall 2005, Spring 2006); Introduction to Data 

Structures (Fall 2000, Spring 2003); Analysis of Algorithms (Spring 2001) 

­ Lab Instructor for Computer Science I (Fall 1999, Spring 2000) 

 

Education 

08/2001 - 05/2006: Ph.D. in Computer Science; University of Nevada, Las Vegas, USA. Title of 

dissertation: “Distributed stabilizing data structures”, available online at 

https://digitalscholarship.unlv.edu/cgi/viewcontent.cgi?article=3646&context=rtds  

08/1999 - 08/2001: MS in Computer Science; University of Nevada, Las Vegas, USA  

10/1996 - 09/1997: MS in Computer Science; Al. I. Cuza University, Iasi, Romania 

10/1991 - 05/1996: BS in Computer Science; Al. I. Cuza University, Iasi, Romania 

 

Grants 

 PI for the grant “Women in Computer Science Inclusive Excellence - CSUF Pathways, 

Pipeline, Practice (P-Cubed)” (March 2021-March 2023), Northeastern University, amount 

$650,000; co-PI Ms. Beth Harnick-Shapiro 

 PI for the grant “Management of Mass Casualty via an Artificial Intelligence Based System” 

(April 2021-March 2023), NATO, amount 299,800 Euro; a five-country collaboration with 

universities or research institutions in Croatia, Germany, Moldova, and Romania 

 PI for the grant “Affecting Computing Technologies on the Cloud for Safe and Pleasurable 

Driving” (October 2019-October 2019), amount $35,000 worth of AWS credits; co-PI Dr. 

Christopher Ryu 

https://digitalscholarship.unlv.edu/cgi/viewcontent.cgi?article=3646&context=rtds
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 Co-PI for the AWS credit grant “Building Capacity: Advancing Student Success in 

Undergraduate Engineering and Computer Science (ASSURE-US)” (October 2018- September 

2023), National Science Foundation, amount $1,496,967; PI Dr. Sudarshan Kurwadkar, other co-

PI: Dr. Jidong Huang, Dr. Antoinette Linton, Dr. Salvador Mayoral 

 PI for GI 2025 internal grant “Interactive Teaching Using Flipped Classroom and 

Collaborative Assessment”, amount $9500; co-PI Sandra Boulanger 

 PI for the grant “FY 2017 Summer Undergraduate Research Fellowship CTL” (April-August 

2017), PM: Nuria Martinez, National Institute of Standards And Technology, amount $9636 

 PI for the grant “Environmental-aware Situation Assessment of Cognitive Autonomous 

Systems” (2016-2018), PM: Erik Blasch, Air Force Office of Scientific Research, amount 

$85,326 

 co-PI/PI for the grant ”Dynamic Data Driven Machine Perception and Learning for Border 

Control” (2012-2017), PM: Dr. F. Darema, Air Force Office of Scientific Research, amount 

$1,068,215 

 PI for ARL internal grant (2010), amount $5400 

 

Awards 

 IEEE 10th Annual Computing and Communication Workshop and conference (IEEE CCWC 

2019), Best Presenter Award, co-authored with N. Rale, R. Solanki, J. Andro-Vasko, W. Bein  

 9th IEEE Annual Ubiquitous Computing (UEMCON 2018), Best Paper Award, co-authored 

with P. Ly and A. Verma 

 Girl Scouts of America: President Award (together with Beth Harnick-Shapiro and ACMW 

club members) 

 7th IEEE Annual Computing and Communication Workshop and Conference (IEEE CCWC 

2017), Best Paper Award, Distributed System track, co-authored with N. Nguyen 

 41st Hawaii International Conference in System Sciences (HICSS 2008), Best Paper Award, 

Software Technology track 

 2018 Inspiring Programs in STEM Award from INSIGHT Into Diversity magazine, for 

Creative Coding, STEM Expo, and WICSE program together with Beth Harnick-Shapiro 

 

Editorial Work 

 Guest co-editor (with Dr. Shahram Latifi) of special issues of Information journal, on selected 

papers accepted at ITNG conferences (2016-present) 

 Academic Editor of the Journal of Advances in Mathematics and Computer Science (former 

name: British Journal of Mathematics and Computer Science) (December 2012 - present) 

 Associate Editor for the International Journal of Network Protocols and Algorithms - Power 

Efficient and Energy Saving Network Protocols and Algorithms area (May 2009 - present) 

 Associate Editor for the International Journal of Machine Intelligence (October 2010 - present) 

 Co-editor for a special issue of the International Journal of Bio-Inspired Computation on 

“Knowledge and Intelligence in Distributed Systems”, vol. 5, no. 4, 2013 

 

Memberships 

 Member of ACM (2016-2017, 2018-2019) 

 Member of SIAM (January 2006 - 2011) 

 Member of IEEE Society (February 2005 - 2011) 



 42 

 NCWIT Academic Alliance Lead Representative (April 2016-present) 

 

Scholarships 

 Great Assistantship Award (Summer 2005, Summer 2001) 

 Summer Scholarship (Summer 2004) 

 Merit recognition for UNLV Graduate Assistant Excellence in Teaching (Apr. 9, 2003) 

 National Dean’s List (Inductee 2003) 

 Phi Kappa Phi, Chapter 100 (Inductee 2001) 

 TEMPUS Scholarship (04/1997 - 08/1997) 

 Al. I. Cuza University Scholarship (October 1991 - June 1996) 

 

Faculty Recognitions 

 Faculty Advisor of Distinction (March 2018) 

 Faculty Recognition for Service (December 2017) 

 IMPACT Teaching Certificate (June 2017) 

 Faculty Recognition in Teaching (October 2016) 

 Affordable Learning $olutions Ambassador in California State University, Fullerton campus 

(2016-present) 

 Faculty/Graduate Student Mentorship Program Mentor (2016-present) 

Service to University 

 ECS Faculty liaison in the CSUF Academic Senate Assessment and Educational Effectiveness 

Committee (2019-2021) 

 CS representative in the ECS at-large committee (2019-2021) 

 Faculty Mentor of Professional Societies: ACM-W, CSUF chapter 

 Member of the Computer Science Assessment committee (2015-present); Chair of the CS 

Assessment Committee (2017-2018) 

 Member of Computer Science Instructional Resources Committee (2016-present) 

 Member of the Computer Science Executive Committee (2017-present) 

 

Book Chapters 

19. P. Joshi and D. Bein, “Audible Code, a Voice-Enabled Programming Extension of Visual 

Studio Code”, accepted at ITNG 2020 

18. S. Anand, D. Bein, J. Andro-Vasko, and W. Bein, “SpeakOut, a Web App for Online 

Therapy and Web Counseling”, accepted at ITNG 2020 

17. J. Estabillo, D. Lee, C. Ly, G. Orozco, D. Bein, S. Kurwadkar, J. Huang, and Y. Bai, “Using 

Projects on Clustering and Linear Regression to Develop Basic Research Skills in Freshmen and 

Sophomore Undergraduate Students”, accepted at ITNG 2020 

16. A. Ahmed, L. Macias, M. McCune, M. Medina, G. Orozco, D. Bein, S. Kurwadkar, J. 

Huang, O. Daescu, D. Xu, and Y. Bai, “Initiating Research Skills in Undergraduate Students 

through Data Science Projects”, accepted at ITNG 2020 

15.  D. Tu, D. Bein, and M. Gofman, “Designing a Unity Game Using the Haptic Feedback 

Gloves, VMG 30 Plus”, accepted at ITNG 2020 

14. C. Vielma, A. Verma, and D. Bein, “Single and Multibranch CNN-Bidirectional LSTM for 

IMDb Sentiment Analysis”, accepted at ITNG 2020 
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13. P. K. Bhullar, C. Vielma, D. Bein, and V. Popa (2019) MeasureOP- Sentiment Analysis of 

Movies Text Data. In: S. Latifi (Editor) Information Technology - New Generations. Advances 

in Intelligent Systems and Computing. Advances in Intelligent Systems and Computing, Springer 

International Publishing, Cham, vol. 800, pages 557-562 

12. R. Obidah and D. Bein (2019) Game based learning using Unreal Engine. In: S. Latifi 

(Editor) Information Technology - New Generations. Advances in Intelligent Systems and 

Computing. Advances in Intelligent Systems and Computing, Springer International Publishing, 

Cham, vol. 800, pages 513-519 

11. J. M. Narra, D. Bein, and V. Popa (2018) Business Intelligence Dashboard Application for 

Insurance Cross Selling. In: S. Latifi (Editor) Information Technology - New Generations. 

Advances in Intelligent Systems and Computing, vol. 738, pages 427-432 

10. N. R. Prabhu, J. Andro-Vasko, D. Bein and W. Bein (2018) Music Genre Classification using 

Data Mining and Machine Learning. In: S. Latifi (Editor) Information Technology - New 

Generations. Advances in Intelligent Systems and Computing, vol. 738, pages 397-403  

9. N. Nguyen, D. Bein (2018) Evaluating Assignments Using Grading App. In: S. Latifi (Editor) 

Information Technology - New Generations. Advances in Intelligent Systems and Computing, 

vol. 558, DOI: 10.1007/978-3-319-54978-1_108, pages 871-875. 

8. R. Cheruku, D. Bein, W. Bein, V. Popa (2018) Recruitment Drive Application. In: S. Latifi 

(Editor) Information Technology - New Generations. Advances in Intelligent Systems and 

Computing, vol. 558, DOI: 10.1007/978-3-319-54978-1_108, pages 865-870. 

7. Nistor M.S., Bein D., Teodorescu H.N., Pickl S.W. (2018) Finding the Maximal Day-Time 

Dependent Component of a Subway System. In: Cassenti D. (eds) Advances in Human Factors 

in Simulation and Modeling. AHFE 2017. Advances in Intelligent Systems and Computing, vol 

591. Springer, Cham, pages 562–572 

6. Nistor M.S., Bein D., Bein W., Dehmer M., Pickl S. (2017) Time-Based Estimation of 

Vulnerable Points in the Munich Subway Network. In: Dörner K., Ljubic I., Pflug G., Tragler G. 

(eds) Operations Research Proceedings 2015. Operations Research Proceedings (GOR 

(Gesellschaft für Operations Research e.V.)). Springer, Cham 

5. W. Bein and D. Bein, “Fault Tolerance and Transmission Reliability in Wireless Networks”, 

in Scalable Computing: Theory and Practice, John Wiley & Sons, S. U. Khan, L. Wang, and A. 

Y. Zomaya (Eds), January 29, 2013, pages 227-256. 

4. B. Babadi, D. Bein, B.B. Madan, S. Phoha, V. Tarokh, and Y. Wen, “Improving Target 

Localization and Tracking by Dynamically Prioritized Frequency Band Allocation for Wireless 

Sensor Networks in Urban Environments,” in Distributed Sensor Networks, Second Edition: 

Sensor Networking and Applications, Chapman and Hall/CRC, S. S. Iyengar and R. R. Brooks 

(Eds), September 24, 2012, pages 499-514. 

3. S. Phoha, D. Bein, Y. Wen, B.B. Madan, and A. Ray, “Dynamically Adaptive Multi-Modal 

Sensor Fusion in Urban Environments,” in Distributed Sensor Networks, Second Edition: Sensor 

Networking and Applications, Chapman and Hall/CRC, S. S. Iyengar and R. R. Brooks (Eds), 

September 24, 2012, pages 551-576. 

2. D. Bein, “Self-configuring, self-organizing, and self-healing schemes in MANETs”, chapter 2 

in Guide to Wireless Ad Hoc Networks, S. Misra, I. Woungang, and S. C. Misra (Eds), series 

Computer Communications and Networks, DOI 10.1007/978-1-84800-328-6 2, Springer-Verlag 

(London), pages 27-41, 2009. 

1. D. Bein, “Self-organizing and self-healing schemes in WSNs”, chapter 11 in Guide to 

Wireless Sensor Networks, S. Misra, I. Woungang, and S. C. Misra (Eds), Springer, series 
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Computer Communications and Networks, DOI 10.1007/978-1-84882-218-4 11, Springer-

Verlag (London), pages 293-308, 2009. 

 

Peer-reviewed Journal Articles 

20. J. Eapen, A. Verma, and D. Bein, “Improved big data stock index prediction using deep 

learning with CNN and GRU”, International J. of Big Data Intelligence (2020) 7(4):202-210 

19. B. B. Madan, M. Banik, and D. Bein, “Securing Unmanned Autonomous Systems from 

Cyber Threats”, Journal of Defense Modeling and Simulation, First Published February 23, 2016 

https://doi.org/10.1177/1548512916628335 

18. Y. Wen, D. Bein, and S. Phoha, ”Dynamic Clustering of Multi-modal Sensor Networks in 

Urban Scenarios”, Information Fusion (2014) 15:130-140 

17. S. Phoha, G. Mallapragada, Y. Wen, D. Bein, and A. Ray, “Designing a Fusion-Driven 

Sensor Network to Selectively Track Mobile Targets”, Parallel Processing Letters (2012) 22(1), 

15 pages. 

16. D. Bein, H. Kakugawa, and T. Masuzawa, “Self-stabilising protocols on oriented chains with 

joins and leaves”, International Journal of Autonomous and Adaptive Communications Systems 

(IJAACS) (2012) 5(2): 178-199. 

15. D. Bein, T. Masuzawa, and Y. Yamauchi, “Reliable Communication on Emulated Channels 

Resilient to Transient Faults”, International Journal of Foundations of Computer Science (IJFCS) 

(2011) 22(5): 1099-1122. 

14. D. Bein, Y. Wen, S. Phoha,  B. B. Madan,  and A. Ray, “Distributed network control for 

mobile multi-modal wireless sensor networks,” Journal of Parallel and Distributed Computing 

(2011) 71(3): 460-470. 

13. D. Bein, A.K. Datta, and B.A. Sathyanarayanan, “Efficient Broadcasting in MANETs by 

Selective Forwarding”, Scalable Computing: Practice and Experience (2010) 11(1):43-52. 

12. Y. Yamauchi, D. Bein, T. Masuzawa, L. Morales, and I.H. Sudborough, “Calibrating 

Embedded Protocols on Asynchronous Systems”, Information Sciences (2010) 180:1793-1801, 

DOI http://dx.doi.org/10.1016/j.ins.2009.08.029.  

11. D. Bein and S.Q. Zheng, “An Effective Algorithm for Computing Energy-Efficient 

Broadcasting Trees in All-Wireless Networks”, Ad Hoc & Sensor Wireless Networks (2010) 

10(4): 253-265. 

10. D. Bein and S.Q. Zheng, “Energy Efficient All-to-All Broadcast in All-Wireless Networks”, 

Information Sciences (2010) 180:1781-1792, DOI http://dx.doi.org/10.1016/j.ins.2009.11.013. 

9. D. Bein, W. Bein, and P. Madiraju, “The Impact of Cloud Computing on Web 2.0”, Economy 

Informatics Journal (EIJ) (2009) 9(1):5-12. 

8. W. Bein, D. Bein, and S. Malladi, “Fault Tolerant Coverage Models for Sensor Networks”, 

International Journal of Sensor Networks (IJSNet) (2009) 5(4):199-209. 

7. Y. Yamauchi, T. Masuzawa, and D. Bein, “Preserving the Fault-Containment of Ring 

Protocols Executed on Trees”, British Computer Journal (2009) 52(4):483-498, Oxford 

University Press for British Computer Society. 

6. D. Bein, A.K. Datta, and L.L. Larmore, “Synchronization Algorithms on Oriented Chains”, 

Scientific Annals in Computer Science (2008) 18:13-34, Al. I. Cuza University Press. 

5. D. Bein, A.K. Datta, and S. Yellenki, “Cluster-Based Route Discovery Protocol”, Scalable 

Computing: Practice and Experience Journal (2008), Special issue on Distributed Intelligent 

Systems, 9(1):21-28, March 2008. 
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4. D. Bein, A.K. Datta, and M.H. Karaata, “An Optimal Snap-Stabilizing Multi-Wave 

Algorithm”, Computer Journal (2007) 50(3):332-340, Oxford University Press for British 

Computer Society. 

3. D. Bein, A.K. Datta, and V. Villain, “Self-Stabilizing Local Routing in Ad Hoc Networks”, 

Computer Journal (2007) 50(2):197-203, Oxford University Press for British Computer Society. 

2. D. Bein, V. Jolly, B. Kumar, and S. Latifi, “Reliability Modeling in Wireless Sensor 

Networks”, International Journal of Information Technology (2005) 11(2):1-8.  

1. D. Bein, W. Bein, N. Brajkovska, and S. Latifi, “Optimal Embedding of Honeycomb 

Networks into Hypercubes”, Parallel Processing Letters (2004), 14(3 & 4):367-375, September-

December 2004.  

 

Articles in Peer-reviewed Conference Proceedings 
 

74. R.R. Shetty, D. Bein, M.S. Nistor, and S. Pickl, "Semiotic Recognition System", accepted at 

IEEE CCWC 2021 

73. V. Maniyar, D. Bein, M.S. Nistor, and S. Pickl, "Drug Safety Intelligence and Automation", 

IEEE CCWC 2021, accepted at IEEE CCWC 2021, Best presenter award 

72. J.V. Dirisam, D. Bein and A. Verma, "Predictive Analytics of Donors in Crowdfunding 

Platforms: A Case Study on Donorschoose.org", accepted at IEEE CCWC 2021, Best presenter 

award 

71. X. Suo, O. Glebova, D. Liu, A. Lazar, and D. Bein, "A Survey of Teaching PDC Content in 

Undergraduate Curriculum", accepted at IEEE CCWC 2021 

70. A. Ramesh, S.P. Nagisetti, N. Sridhar, K. Avery, and D. Bein, "Station-Level Demand 

Prediction for Bike-Sharing System", accepted at IEEE CCWC 2021  

69. R. Jhangiani, A. Verma, D. Bein, “Machine Learning Pipeline for Fraud Detection and 

Prevention in E-Commerce Transactions”, IEEE UEMCON 2019 

68. N. Rale, R. Solanki, D. Bein, J. Andro-Vasko, W. Bein, “Prediction of Crop Cultivation”, 

2019 IEEE CCWC, Best presenter award 

67. S. Solanki, R. H. Ravilla, D. Bein, “Study of Distributed Framework Hadoop and Overview 

of Machine Learning using Apache Mahout”, 2019 IEEE CCWC 

66. A. Jeerige, D. Bein, and A. Verma, “Comparison of Deep Reinforcement Learning 

Approaches for Intelligent Game Playing”, 2019 IEEE CCWC 

65. J. Eapen, D. Bein, and A. Verma, “Novel Deep Learning Model with CNN and Bi-

Directional LSTM for Improved Stock Market Index Prediction”, 2019 IEEE CCWC 

64. T. Abrahams and D. Bein, “Analyzing Beauty by Building Custom Profiles Using Machine 

Learning”, 2019 IEEE CCWC 

63. P. Ly, D. Bein, and A. Verma, “New Compact Deep Learning Model for Skin Cancer 

Recognition”, IEEE UEMCON 2018, Best paper award 

62. S. Pickl, S. Nistor, C. Gaindric, S. Cojocaru, I. Secrieru, O. Popcova, D. Bein, and D. 

Cimpoesu, "Concept of Decision Support Framework for Management of Mass Casualty 

Situations at Collections Points", 2018 MFOI 

61. N. Ang, D. Bein, D. Dao, L. Sanchez, J. Tran, and N. Vurdien, “Emotional Prosody Analysis 

on Human Voices”, 2018 IEEE CCWC, pages 737-741 

60. J. Ligon, D. Bein, P. Ly, B. Onesto, “3D Point Cloud Processing Using Spin Images for 

Object Detection”, 2018 IEEE CCWC, pages 731-736 

59. V. Ramappa and D. Bein, “MusiqGlobe.fm using MEAN Stack”, 2018 IEEE CCWC 
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58. N. Pandey and D. Bein,” Web Application for Social Networking using RTC”, 2018 IEEE 

CCWC, pages 661-664 

57. N. Nguyen, and D. Bein, “Distributed MPI Cluster with Docker Swarm Mode”, Proceedings 

of 7th IEEE Annual Computing and Communication Workshop and Conference (IEEE CCWC 

2017), pages 447-453, 2017, Best Paper Award, Distributed Systems track 

56. S. Ricardo, D. Bein and A. Panangadan, “Low-Cost, Real-Time Obstacle Avoidance for 

Mobile Robots”, Proceedings of 7th IEEE Annual Computing and Communication Workshop 

and Conference (IEEE CCWC 2017), pages 788-794, 2017. 

55. B. Madan, M. Banik, B.C Wu, and D. Bein, “Intrusion Tolerant Multi-Cloud Distributed 

Storage “, Proceedings of IEEE SmartCloud 2016, November 18-20, 2016, New York City 

54. D. Bein and B. Madan, “Reducing the Data Communication Delay in Wireless Sensor 

Networks”, Proceedings of 2016 IEEE 12th International Conference on Intelligent Computer 

Communication and Processing, pages 361-368, Sept 8 - 10, 2016, Cluj-Napoca, Romania 

53. B. Madan and D. Bein, “Optimal Maximum Likelihood Estimates of Data Fusion in a 

Distributed Network of Sensors”, Proceedings of 2016 IEEE 12th International Conference on 

Intelligent Computer Communication and Processing, pages 369-375, Sept 8 - 10, 2016, Cluj-

Napoca, Romania 

52. W. Bein, B. Madan, D. Bein, and D. Nyknahad, “Algorithmic Approaches for a Dependable 

Smart Grid”, Proceedings of 13th International Conference on Information Technology: New 

Generations (ITNG 2016), Springer, Volume 448 of the series Advances in Intelligent Systems 

and Computing, pages 677-687 

51. M. S. Nistor, D. Bein, W. Bein, M. Dehmer, and S. Pickl, “Time-Based Estimation of 

Vulnerable Points in the Munich Subway Network”, Post-conference proceedings of the 

International Conference on Operations Research (OR 2015), accepted on March 14, 2016, to be 

published by Springer-Verlag 

50. B. B. Madan, D. Bein, “MOE Quantification of Missions Using Sensor Data Driven Graph 

Similarity Measures”, 47th Annual Simulation Symposium (ANSS), Spring Simulation Multi-

conference 2015, April 12-15, 2015, Alexandria, VA  

49. D. Bein, W. Bein, A. Karki, B.B. Madan, “Optimizing Border Patrol Operations Using 

Unmanned Aerial Vehicles”, 12th International Conference on Information Technology: New 

Generations (ITNG 2015), IEEE, pages 479-484 

48. D. Bein, B.B. Madan, S. Phoha, S. Rajtmajer, and A. Rish, “Dynamic Data-driven Sensor 

Network Adaptation for Border Control”, SPIE Defense Security and Sensing, April 29-May 3, 

2013, vol. 8711. 

47. M. Jones, D. Bein, B. Madan and S. Phoha,  “Increasing  the Network Capacity for Multi-

modal Multi-hop WSNs through Unsupervised Data Rate Adjustment,” Intelligent Distributed 

Computing Conference (IDC 2011), October 5-7, 2011, Delft, Netherlands, F.M.T. Brazier et al. 

(Eds.), Springer-Verlag, Studies in Computational Intelligence, vol. 382, pp. 183-193. 

46. D. Bein, W. Bein and S. Venigella, “Cloud Storage and Online Bin Packing,” Intelligent 

Distributed Computing Conference (IDC 2011), October 5-7, 2011, Delft, Netherlands, F.M.T.  

Brazier et al. (Eds.), Springer-Verlag, Studies in Computational Intelligence, vol. 382, pp. 63-68. 

45. D. Bein and S.Q. Zheng, “A New Model for Energy-Efficient All-Wireless Networks,”  

Intelligent Distributed Computing Conference (IDC 2011), October 5-7, 2011, Delft, 

Netherlands, F.M.T. Brazier et al. (Eds.), Springer-Verlag, Studies in Computational 

Intelligence, vol. 382, pp. 171-181. 
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44. Y. Yamauchi, T. Masuzawa and D. Bein, “Adaptive Containment of Time-Bounded 

Byzantine Faults”, 12th International Symposium on Stabilization, Safety, and Security of 

Distributed Systems (SSS), September 20-22, 2010, New York City, NY. 

43. B.B. Madan, B.C. Wu, S. Phoha, and D. Bein, “Modeling and Simulation of Failure 

Tolerance in Scale Free Networks”, Winter Simulation Conference, Baltimore, MD, December 

2010. 

42. G. Mallapragada, Y. Wen, S. Phoha, D. Bein and A. Ray, “Tracking Mobile Targets using 

Wireless Sensor Networks”, 7th International Conference on Information Technology: New 

Generations, April 12-14, 2010, Las Vegas, Nevada, USA. 

41. Y. Wen, D. Bein and S. Phoha, “Middleware for Heterogeneous Sensor Networks in Urban 

Scenarios”, 7th International Conference on Information Technology: New Generations, April 

12-14, 2010, Las Vegas, Nevada, USA. 

40. D. Bein, W. Bein and S. Phoha, “Efficient Data Centers, Cloud Computing in the Future of 

Distributed Computing”, 7th International Conference on Information Technology: New 

Generations, April 12-14, 2010, Las Vegas, Nevada, USA. 

39. B. Chitturi, D. Bein, and N. Grishin, “Complete Enumeration of Compact Structural Motifs 

in Proteins”, ACM First International Symposium on Bio Computing (ISB 2010), February 15-

17, 2010, Calicut, Kerala, India. 

38. D. Bein, T. Masuzawa, and Y. Yamauchi, “Reliable Communication on Emulated Channels 

Resilient to Transient Faults”, Second International Workshop on Reliability, Availability, and 

Security (WRAS 2009), Hiroshima, Japan, December 2009, pp. 366-371. 

37. D. Bein, A.K. Datta, and B.A. Sathyanarayanan, “Efficient Broadcasting by Selective 

Forwarding”, International Symposium on Intelligent Distributed Computing (IDC 09), October 

13-14, 2009, Ayia Napa, Cyprus, Springer-Verlag Berlin, Studies in Computational Intelligence, 

vol. 237, pp. 43-52. 

36. D. Bein, W. Bein, and P. Madiraju, “Cloud Computing and the Future of Web”, Ninth 

International Conference on Informatics in Economy (IE), Bucharest, Romania, May 7-8, 2009. 

35. D. Bein, A.K. Datta, P. Sajja, and S.Q. Zheng, “Impact of Variable Transmission Range in 

All- Wireless Networks”,  42nd Hawaii International Conference in System Sciences (HICSS), 

January 5-8, Waikoloa, Hawaii, 2009, pp. 1-10. 

34. D. Bein, A.K. Datta, and L.L. Larmore, “Local Synchronization on Oriented Rings”, 10th 

International Symposium on Stabilization, Safety, and Security of Distributed Systems (SSS), 

Detroit, Michigan, November 21-23, 2008, Springer-Verlag, LNCS 5340, pp. 141-155.  

33. Y. Yamauchi, D. Bein. and T. Masuzawa, “Minimizing the Message Complexity on 

Embedded Protocols” (poster), 10th International Symposium on Stabilization, Safety, and 

Security of Distributed Systems (SSS), Detroit, Michigan, November 21-23, 2008. 

32. D. Bein and S.Q. Zheng, “Approximating All-to-all Broadcast in Wireless Networks”, 

International Symposium on Intelligent Distributed Computing (IDC), Catania, Italy, September 

18-19, 2008, pp. 65-74.  

31. Y. Yamauchi, D. Bein, T. Masuzawa, L. Morales, and H.I. Sudborough, “Calibrating an 

Embedded Protocol on an Asynchronous System”, International Symposium on Intelligent 

Distributed Computing (IDC), Catania, Italy, September 18-19, 2008, pp. 227-236.  

30. D. Bein, A.K. Datta, and L.L. Larmore, “Self-stabilizing Synchronization Algorithms on 
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Service to Profession 

 General vice-chair for the 18th International Conference on Information Technology: New 

Generations (ITNG) 2021 (www.itng.info), to be held in Las Vegas, Nevada, April 11-14, 2021. 

 General vice-chair for the 17th International Conference on Information Technology: New 

Generations (ITNG) 2020 (www.itng.info), held in Las Vegas, Nevada, April 5-8, 2020. 

 General vice-chair for the 16th International Conference on Information Technology: New 

Generations (ITNG) 2019 (www.itng.info), held in Las Vegas, Nevada, April 1-3, 2019. 

 Publicity co-chair for the Symposium on Stabilization, Safety, and Security of Distributed 

Systems (SSS) 2020 (Nov. 18-21, Austin, USA), 2018 (Nov 4 - Nov 7, 2018, Tokyo, Japan) 

 General vice-chair for the 15th International Conference on Information Technology: New 

Generations (ITNG) 2018 (www.itng.info), held in Las Vegas, Nevada, April 16-18, 2018. 

 Publication chair for the 2018 International Conference of Distributed Computing and 

Networking (ICDCN) conference and affiliated workshops, held in Varanasi, India, January 4-7, 

2018; papers were published by ACM 

 Publicity co-chair for the International Conference of Distributed Computing and Networking 

(ICDCN) 2018 

 Publicity co-chair for the Symposium on Stabilization, Safety, and Security of Distributed 

Systems (SSS) 2017, Boston, MA, USA 

 General vice-chair for the 14th International Conference on Information Technology: New 

Generations (ITNG) 2017 (www.itng.info), to be held in Las Vegas, Nevada, between April 10-

12, 2017. 

 Session chair for two sessions at IEEE CCWC 2019 

 Session chair for three sessions at ITNG 2018 

 Session chair for two sessions at IEEE CCWC 2018 

 Session chair for three sessions at ITNG 2017 

 Session chair for one session at IEEE CCWC 2017 

 Publicity co-chair for the International Conference of Distributed Computing and Networking 

(ICDCN) 2017, held in Hyderabad, India, between January 4-7, 2017 

 Session chair for two sessions at 13th International Conference on Information Technology: 

New Generations (ITNG) 2016, Las Vegas, NV, USA 

 Publicity co-chair for the 16th International Conference on Distributed Computing and 

Networking (ICDCN) 2015, Goa, India 

 Publicity co-chair for the Symposium on Stabilization, Safety, and Security of Distributed 

Systems (SSS) 2013, Osaka, Japan 

 Publicity co-chair for the Symposium on Stabilization, Safety, and Security of Distributed 

Systems (SSS) 2011, Shinagawa (Tokyo), Japan 

 Publicity Chair for the Symposium on Stabilization, Safety, and Security of Distributed 

Systems (SSS) 2010, New York, USA 

 Steering Committee Member for The Second International Conference on Networks & 

Communications (NeCoM-2010), Chennai, India 
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 Publicity Chair for Symposium on Stabilization, Safety, and Security of Distributed Systems 

(SSS) 2009, Lyon, France 

 Poster co-chair for Symposium on Stabilization, Safety, and Security of Distributed Systems 

(SSS) 2008, Detroit, MI, USA 

 Session chair for Symposium on Stabilization, Safety, and Security of Distributed Systems 

(SSS) 2008, Detroit, MI, USA 

 Session chair for International Symposium on Intelligent Distributed Computing (IDC) 2008, 

Catania, Italy 

 Plenary speaker at International Workshop on Mobility, Algorithms, Graph Theory in Dynamic 

Networks (IMAGINE) 2007, Limassol, Cyprus 

 Invited speaker at the First Canadian Discrete and Algorithmic Mathematics Conference 

(CanaDAM 2007), Games on Graphs track, Banff, Canada 
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 Session Chair for session 6B, Ad hoc and Sensor Networks, for the International Symposium 
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 TPC of IRTM 2021 (26 -28 February, Kolkata, India)  

 TPC of CCWC 2021 (27th-30th January, 2021, Las Vegas, USA) 

 TPC of IEEE UEMCON 2020, UEMCON 2019 (October, New York City) 

 TPC of IEMCON 2020 

 TPC of IEMTRONICS 2020 

 TPC of IWAIVN 2020 

 TPC of the IDC 2020, IDC 2019 

 TPC of ITNG 2020, 2019, 2018, 2017 general track; co-chair of the poster track at ITNG 2020, 

2019, 2018; co-chair of Education track at ITNG 2020 

 TPC of ICDCN 2018, Varanasi, India, January 4-7, 2018 

 14th International Symposium on Pervasive Systems, Algorithms, and Networks (I-SPAN 

2017), the track "Distributed algorithms and graph computing", 21-23 June 2017, Exeter, UK 

 11th International Symposium on Intelligent Distributed Computing (IDC 2017), October 11-

13, 2017 in Belgrade, Serbia 

 track "Distributed algorithms and graph computing" of the 14th International Symposium on 

Pervasive Systems, Algorithms, and Networks (I-SPAN 2017), 21-23 June, 2017 in Exeter UK 

 10th International Symposium on Intelligent Distributed Computing (IDC 2016), October 10-

12, 2016, in Paris, France 

 9th International Symposium on Intelligent Distributed Computing (IDC 2015), October 7- 9, 

2015, in Guimaraes, Portugal 

 8th International Symposium on Intelligent Distributed Computing (IDC 2014), September 3-

5, 2014 at Madrid, Spain 
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 6th International Conference on Internet and Distributed Computing Systems (IDCS 2013), 28-

30 October 2013, Hangzhou, China 

 Program Committee of the IADIS Theory and Practice in Modern Computing (TPMC 2013), 

July 22-24, Prague, Czech Republic 

 7th International Symposium on Intelligent Distributed Computing (IDC 2013), September 4-

7, 2013, Prague, Czech Republic 

 3rd International Conference on Computer and Management (CAMAN 2013), March 10-13, 

2013, Wuhan, China 

 5th International Conference on Internet and Distributed Computing Systems (IDCS 2012), 21-

23 November 2012, Wu Yi Shan, China 

 6th International Symposium on Intelligent Distributed Computing (IDC 2012), September 24-

26, 2012, Calabria, Italy 

 4th International Workshop on Internet and Distributed Computing Systems (IDCS 2011), 

October 24-26, 2011, Melbourne, Australia 

 5th International Symposium on Intelligent Distributed Computing (IDC 2011), October 5-7, 

2011, Delft, The Netherlands 

 13th International Symposium on Stabilization, Safety, and Security of Distributed Systems 

(SSS 2011), Stabilization track, to be held in Shinagawa (Tokyo), Japan, 4-7 October 2011 

 3rd International Workshop on Middleware Engineering (ME 2011), to be held in conjunction 

with COMPSAC 2011 

 2nd International Symposium on Middleware and Network Applications (MNA 2011), Las 

Vegas, NV, April 11-13, 2011 

 14th International Conference On Principle Of DIstributed Systems (OPODIS 2010), Tozeur, 

Tunisia, December 2010 

 3rd IEEE International Workshop on Internet and Distributed Computing Systems (IDCS’10), 

held in conjunction with the 12th IEEE International Conference on High Performance 

Computing and Communications (HPCC), Melbourne, Australia, September 1-3, 2010 

 2nd IEEE International Workshop on Middleware Engineering (ME 2010), held in conjunction 

with 34th IEEE Computer Software and Applications Conference (COMPSAC 2010), Seoul, 

Korea, July 19-23, 2010 

 The Second International Conference on Networks & Communications (NeCoM-2010) 

Chennai, India, 20-22, August, 2010 

 The Third International Conference on Network Security & Applications (CNSA-2010), 

Chennai, India, July 23-25, 2010 

 Fourth International Symposium on Intelligent Distributed Computing (IDC) 2010, Tangier, 

Morocco, September 16-18, 2010 

 The Second International Conference on Wireless & Mobile Networks (WiMo-2010), June 26-

28, 2010, Ankara, Turkey 

 Second International Workshop on Computer Networks & Communications (CoNeCo-2010), 

held in conjunction with WiMo 2010, June 26-28, 2010, Ankara, Turkey 

 International Workshop on Mobility, Algorithms, Graph Theory in Dynamic Networks 

(IMAGINE) 2010 

 The First International Conference on Networks and Communications (NetCoM-2009), 

Chennai, India, December 27-29, 2009 
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 The Second International Workshop on Internet and Distributed Computing Systems (IDCS) 

2009, to be held in conjunction with The Second International Conference on Computer Science 

and its Applications (CSA) 2009, December 10-12, 2009, Jeju Island, Korea 

 The First International Workshop on Wireless & Mobile Networks (WiMo) 2009, held in 

conjunction with The Sixth International Conference on Ubiquitous Intelligence and Computing 

(UIC) 2009, Brisbane, Australia, July 7-10, 2009 

 The First International Workshop on Networks and Communications (NeCoM-2009), held in 

conjunction with the 3rd International Conference on New Trends in Information and Service 

Science (NISS) 2009, Beijing, China, June 30-July 2, 2009 

 1st IEEE International Workshop on Middleware Engineering (ME) 2009, held in conjunction 

with 33rd IEEE Computer Software and Applications Conference (COMPSAC) 2009, Seattle, 

Washington, July 20, 2009 

 International Workshop on Mobility, Algorithms, Graph Theory in Dynamic Networks 

(IMAGINE) 2009, Piran, Slovenia, May 28, 2009 

 Symposium on Stabilization, Safety, and Security of Distributed Systems (SSS) 2009, 

Stabilization track, Detroit, Michigan, USA, November 21-23, 2009 

 Third International Symposium on Intelligent Distributed Computing (IDC) 2009, Catania, 

Italy, September 18-19, 2009 

 Richard Tapia Celebration of Diversity in Computing Conference 2009, Portland, Oregon, 

USA, April 1-4, 2009 

 Hawaii International Conference in System Sciences (HICSS) 2009, Algorithmic Challenges in 

Emerging Applications of Computing, minitrack of Software Technology track, Waikoloa, Big 

Island, Hawaii, USA, January 6, 2009 

 International Workshop on Mobility, Algorithms, Graph Theory in Dynamic Networks 

(IMAGINE) 2008, Reykjavik, Iceland, July 12, 2008 

 Hawaii International Conference in System Sciences (HICSS) 2008, Algorithmic Challenges in 

Emerging Applications of Computing, minitrack of Software Technology track, Waikoloa, Big 

Island, Hawaii, USA, January 8, 2008 

 Symposium on Applied Computing (SAC) 2008, Middleware Engineering track, Fortaleza, 

Ceara, Brazil, March 16-20, 2008 

 International Workshop on Intelligent Pervasive Middleware (IPM) 2007, held in conjunction 

with The 2007 International Conference on Intelligent Pervasive Computing (IPC-07), Jeju 

Island, Korea, October 11, 2007 

 Symposium on Stabilization, Safety, and Security of Distributed Systems (SSS) 2007, Paris, 

France, 14-16 November 2007 

 Workshop on Reliability, Availability, and Security (WRAS) 2007, held in conjunction with 

SSS 2007, Paris, France, November 16, 2007 

 Richard Tapia Celebration of Diversity in Computing Conference (TAPIA) 2007, Orlando, 

Florida, USA, October 14-17, 2007 

 

Presentations & Invited Talks 

 “Reducing the Data Communication Delay in Wireless Sensor Networks”, presentation given 

at Universitaet der Bunderwehr Muenchen, Germany, on June 6, 2017; invited talk  
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 “Distributed Computing”, presentation given at California State University, Fullerton, 

Fullerton, CA, on May 11, 2015 and at Mount St. Mary University, Los Angeles, CA, on March 

23, 2015 

 Interfaces and Polymorphism, presentation given online to Western Governors University, on 

April 21, 2015  

 “Introduction to Programming”, presentation given at California Baptist University, Riverside, 

CA, on March 31, 2015 

  “Collaboration through Communication in Wired and Wireless Environments”, presentation 

given at Northern Arizona University, Flagstaff, AZ, on March 25, 2013. 

 “Dynamic Data Driven Adaptation Tools”, presentation given at Global Horizons Air Domain 

and Logistic/Transportation Summit, Dayton, Ohio, on March 20, 2013. 

 “MinMax Model for Energy-Efficient All-Wireless Networks”, presentation given at The 

University of Nevada, Las Vegas, NV, on April 14, 2009. 

 “Hard Problems for Wireless Networks”, presentation given at The University of Texas at 

Brownsville, TX, on March 9, 2009. 

 “Self-configuring, Self-organizing, and Self-healing Schemes in MANETs”, presentation given 

at Oklahoma City University, OK, on June 25, 2008. 

 “Hard Problems for Wireless Networks”, presentation given at Applied Research Laboratory, 

The Pennsylvania State University, University Park, PA, on June 19, 2008. 

 “Hard Problems for Wireless Networks”, Plenary presentation for IMAGINE 2007, Limassol, 

Cyprus, on September 27, 2007. 

 “On Self-Stabilizing Search Trees”, Invited presentation for CANADAM 2007, Banff, Canada, 

on May 29, 2007. 

 “Self-Stabilizing Local Routing in Ad Hoc Networks”, presentation given at City University of 

Hong Kong, Hong Kong, China, on December 12, 2006. 

 “Self-Stabilizing Local Routing in Ad Hoc Networks”, presentation given at Osaka University, 

October 18, 2006. 

 “On Self-Stabilizing Search Trees”, presentation given at Osaka University, Osaka, Japan, on 

August 30, 2006. 

 Presented full-length papers at ITNG 2018, CCWC 2018, AHFE 2017, ITNG 2017, CCWC 

2017, ITNG 2016, ITNG 2010, HICSS 2009, SSS 2008, IDC 2008, IPDPS 2008, HICSS 2008, 

IDC 2007, MCPL 2007, DISC 2006, SIROCCO 2006, ISPAN 2005, SSS 2005, ADSN 2005, 

MDC 2005, ICCS 2005, MWN 2004, RoEduNet 2004, ICCS 2004, RoEduNet 2003 

 

Reviewer for Conferences and Journals 

 International Conference of Distributed Computing and Networking (ICDCN 2018) 

 International Conference on Information Technology: New Generations (ITNG) 2017-2020 

 Annual International Conference on Combinatorial Optimization and Applications (COCOA) 

2017, 2016, 2015 

 International Multi-Conference on Complexity, Informatics and Cybernetics (IMCIC 2016) 

 International Symposium on Intelligent Distributed Computing 2009-2016 

 IEEE - RIVF International Conference on Computing and Communication Technologies 2016, 

2015, 2012 

 International Conference on Interactive Mobile Communication, Technologies and Learning 

(IMCL 2016) 
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 Journal of Circuits, Systems, and Computers 2015 

 International Journal of Distributed Sensor Networks 2011-2016 

 46th Hawaii International Conference on System Sciences (HICSS 2013) 

 Journal of Bio-inspired Computation 2012 

 IEEE Transactions on Signal Processing 2012 

 Transactions of the Society for Modeling and Simulation International 2012 

 2nd International Conference on Computer Science, Engineering and Applications (ICCSEA-

2012), May 25-27, 2012, Delhi, India 

 International Journal of Computer Science, Engineering and Applications (IJCSEA) 2012 

 British Journal of Mathematics and Computer Science 2011 

 IEEE Transactions on Multimedia 2011, 2012 

 Journal of Parallel and Distributed Computing (JPDC) 2011, 2012 

 Sensors (open access journal) 2011, 2012, 2013 

 Concurrency and Computation: Practice and Experience journal 2011 

 International Journal of Ad Hoc and Ubiquitous Computing (IJAHUC) 2009 

 IEEE Transactions on Parallel and Distributed Systems 2009 

 IEEE Transactions on Computers 2009 

 20th International Symposium on Algorithms and Computation (ISAAC) 2009 

 Theoretical Computer Science 2009, 2010, 2012 

 Journal of Information Sciences (INS) 2009 

 Information Processing Letters (IPL) 2010, 2009 

 British Computer Journal (CJ) 2008 

 Discrete Applied Mathematics (DAM) 2008, 2007 

 Symposium on Self-Stabilizing Systems (SSS) 2005-2008 

 International Journal of Computer Mathematics (IJCM) 2009, 2008 

 International Journal of Information Technology (IJIT) 2008 

 Parallel Processing Letters (PPL) 2008 

 Computer Communications (CompCom) 2007-2010 

 First International Conference on Computer Science, Engineering and Information Technology 

(CCSEIT-2011) 

 International Symposium on Parallel Architectures, Algorithms, and Networks (I-SPAN) 2008 

 The 2nd International Conference on Engineering and Meta-Engineering (ICEME 2011) 

 Transactions on Autonomous and Adaptive Systems (TAAS) 2007 

 11th International Conference On Principles Of Distributed Systems (OPODIS) 2007 

 Workshop on Reliability, Availability, and Security (WRAS) 2007 

 Richard Tapia Celebration of Diversity in Computing Conference (TAPIA) 2007 

 IEEE International Parallel and Distributed Processing Symposium (IPDPS) 2006 

 International Conference on Distributed Computing and Internet Technology (ICDCIT) 2005 

 International Conference on High Performance Computing (HiPC) 2005 

 Mobile and Distributed Computing Workshop (MDC) 2005 

 Information and Knowledge Engineering (IKE) 2003 

 Journal of Parallel and Distributed Computing (JPDC), vol. 62, issue 5 (May 2002), Special 

Issue on Self-Stabilizing Distributed Systems. 
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BIN CONG 
Department of Computer Science 

California State University at Fullerton 

Email: bcong@fullerton.edu 

 

Education: 
Ph.D. Computer Science, University of Texas at Dallas, August 1991 

B.S. Computer Science, Nanjing University, China, August 1982 

 

Academic Experience:  

August 2004 - Present: Professor, California State University at Fullerton 

Aug. 2004 – Aug 2007: Coordinator of the MSE (Master of Software Engineering – On-line) at 

California State University. 

August 2000 – August 2004: Associated Professor, California State University at Fullerton 

August 1998 – August 2000: Assistant Professor, California State University at Fullerton 

September 1997 – August 1998: Associate Professor, Cal Poly at San Luis Obispo 

May 1996 – August 1997: Associate Professor, South Dakota State University  

August 1991 - May 1996: Assistant Professor, South Dakota State University 

 

Non-Academic Experience 

Aug. 2000 – Aug. 2001: (Professional Leave.) Chief Technology Officer, AE Inc. at Silicon 

Valley 

 

Certifications 

May 2012: Certified Scrum Product Owner  

Feb. 2012: Certified Scrum Master  

September 2002 - Present: Certified CMMI High Maturity Lead, and Instructor  

 

Current membership in professional organizations 

ACM，IEEE, SEI and CMMI Institute 

 

Honors and awards  
WHO'S WHO among America's Teachers 1996  

International WHO'S WHO of Information Technology 1997  

Outstanding Faculty for Research and Creative Activities, CSUF, 2002-2005  

Outstanding Faculty Recognition Award for Service, CSUF, April 2003-2006  

Distinguished Oversea Chinese Scholar, Oct 2008  

Distinguished Faculty Member, College of ECS，May 2011  

Chinese IT Standard Committee Member，2015 – 2018 

 

 

 

Service activities 

Served as Chair for following Department Committees in past five years: 

Department Personnel Committee, Department Selection Committee 

Served as Coordinator for the following programs in Cal State Univ. at Fullerton: 
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MSE （Master of Science in Software Engineering), AMSE (Accelerated Master of Science in 

Software Engineering), Graduate Program in Computer Science  

Served as the reviewer for CMMI 2.0 model, 2017 – 2019 

Served as CMMI 2.0 panel in 2018’s CMMI conference 

Invited to give presentations in CMMI Conference and China’s TiD conference 

 

Publications in past 5 years 

1. “Making CMMI a Safety Net for Agile Development”, Capability Counts 2016, Reston, VA. 

2. “Spin and re-spin a web to catch all possible bugs: a new way to build and continuously refine 

a process performance model”, Capability Counts 2017, Reston, VA. 

3. “Unity of learning and doing: value driven Agile and Lean software development”, a book 

published by Post & Telecom Press (A top Chinese Publisher in IT), Oct 1, 2017 

 

In the past 30 years, had over 150 publications and several research grants. 
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Floyd Holliday’s CV is regrettably unavailable. 
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SHAWN XIONG WANG - Curriculum Vitae 
a.k.a XIONG WANG (name changed on Aug 28, 2009) 

February 5, 2022 
Office: 

Department of Computer Science 
P.O. Box 6870 
California State University, Fullerton 
Fullerton, CA 92834-6870 
Tel: (657) 278-7258 Fax: (657) 278-7168 
Email: xwang@fullerton.edu 
URL: http://wang.ecs.fullerton.edu/ 

 
Education 

Ph.D., Computer and Information Science, New Jersey Institute of Technology, 
Jan. 2000. 
Dissertation: Information Retrieval and Mining in High Dimensional Databases. 
M.S., Computer Science, Fudan University, China, 1989. 
Thesis: Query Optimization in Knowledge Base Systems. 
B.S., Mathematics, Xiamen University, China, 1982. 

 
Professional Memberships 

Association for Computing Machinery (ACM) 
ACM Special Interest Group on Management of Data (SIGMOD) 
IEEE Computer Society 

 
Employment History 

Aug. 2011 - present, Professor of Computer Science, California State University, 
Fullerton. 
Aug. 2005 - Aug. 2011, Associate Professor of Computer Science, California State 
University, Fullerton. 
Aug. 2000 - Aug. 2005, Assistant Professor of Computer Science, early promotion to 
Associate Professor in Aug. 2005, California State University, Fullerton. 
Aug. 1999 - May 2000, Special Lecturer of Computer Science, New Jersey Institute 
Of Technology. 

 
Monograph 

Xiong Wang, Information Retrieval and Mining in High Dimensional Databases, ISBN 
0-599-63177-5, 160 pages, ProQuest Digital Dissertations, 2000. 

 
Books 

Shawn X. Wang ed., Current Trends in Computer Science and Mechanical Automation Vol. 2, 
ISBN 978-3-11-058499-8, 682 pages, 2018. 
Shawn X. Wang ed., Current Trends in Computer Science and Mechanical Automation Vol. 1, 
ISBN 978-3-11-058497-4, 660 pages, 2018. 
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Book Chapters 
Xiong Wang, Data Management in Three-Dimensional Structures, in Encyclopedia of 
Data Warehousing and Mining, John Wang, editor, ISBN 1-591-40557-2, Idea Group 
Publishing, 2005. 
Xiong Wang and Jason T.L. Wang, Chapter 7. Protein Classification: A Geometric 
Hashing Approach, in Computational Biology and Genome Informatics, J.T.L. Wang, 
et al.,editors, ISBN 9-812-38257-7, World Scientific Publishing Company, 2003. 
Xiong Wang, Chapter 7 & 8 of Database Theory and New Areas, Baile Shi, et al.,editors, 
ISBN 7-040-03135-3, Higher Education Publishing House, China, 1990. (Won 2nd 
Award of best book of the year, issued by the Educational Commission of China.) 

 
Recent Referred Journal Articles 

1. Justin Lee and Shawn X. Wang, A Software Tool for Protein Sequence Alignment, 

International Journal of Bioinformatics Research and Applications, Vol. 16, No. 4, 2020, 

pp. 319 - 335.  

2. Hussein Al-Barazanchi, Abhishek Verma, and Shawn X. Wang, Intelligent Plankton Image 

Classification with Deep Learning, International Journal of Computational Vision and 

Robotics. 8(6), pp. 561 - 571, 2018.  

3. Shawn Wang, Susamma Barua, Kunal Desai, and Swaroop Deshmukh, “GeoTNavi smart 

navigation using geo-temporal traffic information,” International Journal of Data 

Mining, Modelling and Management, Volume 5, Number 1, pp. 20 - 36, 2013. 

4. Junilda Spirollari, Shawn XiongWang, and Jason T.L.Wang, “Using folding ensemble and 

stem probability maximization to predict H-type pseudoknots,” Tsinghua Science and 

Technology, Volume 17 Number 6, pp. 691 - 700, 2012. 

5. Xiong Wang, “ER Modelling - A Zoom in and Zoom out Approach,” International Journal 

of Data Mining, Modelling, and Management, Volume 1, Number 4, pp. 357 - 374, 2009. 

6. Jason T.L. Wang, Xiong Wang, Dennis Shasha, and Kaizhong Zhang, “MetricMap: An 

Embedding Technique for Processing Distance-Based Queries in Metric Spaces,” IEEE 

Transactions on Systems, Man, and Cybernetics - Part B: Cybernetics, Volume 35, 

Number 5, pp. 973 - 987, 2005. 

7. Xiong Wang, “Finding Patterns on Protein Surfaces: Algorithms and Applications to 

Protein Classification,” IEEE Transactions on Knowledge and Data Engineering, Volume 

17, Number 8, pp. 1065 - 1078, 2005. 

 

Recent Referred Conference Publications (☺ indicates student author) 
1. Jimmy Li and Shawn X. Wang, Detecting Active Sites in Protein 3D Structures, 

Proceeding of The 4th International Conference on Compute and Data Analysis,, pp. 175 

- 178, March 9 - 12, 2020, San Jose, CA. 

2. Yu Kou☺ , Zhi Hong ☺, Yun Tian and Shawn X. Wang, Adaptation of RF and CNN on 

Spark, Proceeding of The 4th International Conference on Compute and Data Analysis, 

pp. 118 - 122, March 9 - 12, 2020, San Jose, CA. 
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3. Hussein Al-Barazanchi☺ (MS'17), Abhishek Verma, and Shawn X. Wang, Performance 

Evaluation of Hybrid CNN for SIPPER Plankton Image Classification, The Proc. of the IEEE 

Third International Conference on Image Information Processing, pp. 551 - 556, 

December 2015, Himachal Pradesh, India. 

4. Hussein Al-Barazanchi☺ , Abhishek Verma, and Shawn X. Wang, Plankton Image 

Classification Using Convolutional Neural Networks, The Proc. of the 19th International 

Conference on Image Processing, Computer Vision, and Pattern Recognition, pp. 455 - 

461, July 2015, Las Vegas, Nevada, USA. 

5. Padideh Danaee☺ (MS'12), Kevin Wortman, and Shawn Xiong Wang, Pseudoknotted 

RNA Secondary Structure Detection Using an Artificial Neural Network, International 

Symposium on Bioinformatics Research and Applications, May 2013, North Carolina, 

USA. 

6. Junilda Spirollari, Jason T.L. Wang, and Shawn Xiong Wang, A New Approach to RNA 

Pseudoknot Prediction, The 4th International Conference on Bioinformatics and 

Computational Biology, March 2012, Las Vegas, Nevada, USA. 

7. Syed Raza Ali Rizvi☺ (MS'10)and Shawn Xiong Wang, Using semantic and structural 

similarities for indexing and searching scientific papers, The Proc. of 10th IEEE 

International Conference on Computer Science and Automation Engineering, June 2011, 

Shanghai, China. 

8. Syed Raza Ali Rizvi☺ and Shawn Xiong Wang, DT-Tree: A Semantic Representation of 

Scientific Papers, The Proc. of 10th IEEE International Conference on Computer and 

Information Technology, June 2010, Bradford, UK. 

9. Justin Lee☺ (MS'05)and Xiong Wang, Pair-wise Sequence Analysis using Information 

Specific Algorithm, The Proc. of 6th IEEE International Conference on Computer and 

Information Technology, September 2006, Seoul, Korea. 

10. Daniel K. Park☺ and Xiong Wang, Toward a General Framework for Microarray Data 

Comparison, The Proc. of 6th IEEE International Conference on Computer and 

Information Technology, September 2006, Seoul, Korea. 

11. Ventzislav Tzvetkov☺ (MS'03)and Xiong Wang, DBXML - Connecting XML with 

Relational Databases, The Proc. of 5th IEEE International Conference on Computer and 

Information Technology, pp. 130 - 135, September 2005, Shanghai, China. 

12. Yongming Tang, Xiong Wang, and Murat M. Tanik, Formalizing UML Activity Diagrams 

Using Concurrent Regular Expressions, The Proc. of 8th International Conference on 

Integrated Design and Process Technology, pp. 319 - 330, June 2005, Beijing, China. 

13. Xiong Wang, Yongming Tang, and Bita Behnam☺ (MS'03), Component-Based Software 

Integration Using Colored Petri Net, The Proc. of 8th International Conference on 

Integrated Design and Process Technology, pp. 520 - 525, June 2005, Beijing, China. 

 
Recent Professional Services 
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1. Program Chair of The 3rdInternational Conference on Information and Computer 

Technologies (ICICT), 2020 

2. Program Chair of The 4th International Conference on Compute and Data Analysis 

(iccda), 2020. 

3. Keynote Speaker of The 2ndInternational Conference on Information and Computer 

Technologies (ICICT), 2019 

4. Keynote Speaker of The 3rd International Conference on Compute and Data Analysis 

(iccda), 2019. 

5. Reviewer for International Journal of High Performance Computing and Networking, by 

Inderscience Publishers 

6. Program committee member of The IEEE 8th Annual Ubiquitous Computing, Electronics 

& Mobile Communication Conference (UEMCON-2017) 

7. Program committee member of The IEEE 16th International Conference on Trust, 

Security and Privacy in Computing and Communications (TrustCom-2017) 

8. Reviewer for International Journal of Computer Aided Engineering and Technology, by 

Inderscience Publishers 

9. General Chair and Proceeding Editor of The 2nd Annual International Conference on 

Computer Science and Mechanical Automation, 2016. 

10. Reviewer for International Journal of Services Technology and Management, by 

Inderscience Publishers 

11. Program committee member of The IEEE 7th Annual Ubiquitous Computing, Electronics 

& Mobile Communication Conference (UEMCON-2016) 

12. Reviewer for International Journal of Data Analysis Techniques and Strategies, by 

Inderscience Publishers 

13. Program committee member of The IEEE 13th International Conference on Trust, 

Security and Privacy in Computing and Communications (TrustCom-2014) 

14. Reviewer for International Journal of Bio-inspired Computation, by Inderscience 

Publishers 

15. Reviewer for International Journal of Big Data Intelligence, by Inderscience Publishers 

16. Program committee member of The IEEE 13th International Conference on Computer 

and Information Technology (CIT'13) 

17. Program committee member of The IEEE 12th International Conference on Trust, 

Security and Privacy in Computing and Communications (TrustCom-2013) 

18. Reviewer for International Journal of Computational Vision and Robotics, by 

Inderscience Publishers 

19. Reviewer for International Journal of Computational Bioscience, by ACTA Press/IASTED 

20. Program committee member of The IEEE 11th International Conference on Trust, 

Security and Privacy in Computing and Communications (TrustCom-2012) 

21. Program committee member of The IEEE 11th International Conference on Computer 

and Information Technology (CIT'11) 
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22. Reviewer for International Journal of Computational Science and Engineering, by 

Inderscience Publishers 

23. Reviewer for IEEE IT Professional 

24. Reviewer for IEEE Transactions on Education 

25. Program committee member of The IEEE 10th International Conference on Computer 

and Information Technology (CIT'10) 

26. Program committee member of The 4th International Conference on Complex, 

Intelligent and Software Intensive Systems (CISIS'10) 

 
Recent Committee Services at CSUF 

1. Academic Senate Miscellaneous Committee: Outstanding Professor Committee, Fall 

2020 - Spring 2022 

2. Academic Senate General Committee: Professional Leave Committee, 2020 - 2023 

3. Undergraduate Program Coordinator, Fall 2018 - Spring 2022 

4. Curriculum Committee (ECS College), Fall 2018 - Spring 2020 

5. Department Personnel Committee, 2019 - 2020 

6. Academic Senate General Committee: Professional Leave Committee, 2018 - 2020 

7. Graduate Program Coordinator, Fall 2016 - Spring 2018 

8. Academic Senate Member, 2015 - 2017 

9. Academic Senate General Committee: Professional Leave Committee, 2015 - 2017 

10. Academic Senate Standing Committee: Faculty Development Center Board, 2015 - 2017 

11. Chair, Department of Computer Science, 2012 - 2015 

12. Academic Senate General Committee: Faculty Research Committee, 2011 - 2013 

13. Graduate Program Advisor, 2011 - 2012 

14. Instructional Resources Committee, 2011 - 2012 

15. Vice Chair, Department of Computer Science, 2009 - 2012 

16. Academic Senate General Committee: Professional Leave Committee, 2008 - 2011 

17. Academic Senate Standing Committee: Graduate Education Committee, 2007 - 2011 
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E. Resources 
 
Table 10. Financial Resources 
 

Academic Year 

OE&E 

Allocation 

(baseline funds) - 

STATE 

SUPPORT 

UEE Allocation 

(approximate) - 

SELF SUPPORT 

 

Equipment/Lab 

Allocation 

(approximate) - 

STATE 

SUPPORT 

Misc Course Fees 

Allocation - 

STATE 

SUPPORT 

2016-17 31,000 62,428 6,083 30,532 

2017-18 25,000 24,555 - 17,806 

2018-19 25,000 16,499 274,106 23,941 

2019-20 30,800 20,000 - 27,000 

2020-21 24,000 - - 27,090 

Total 135,800 123,482 280,189 126,369 

Grand Total 665,840 

 


